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Laboratory-based nonwearable motion analysis systems have significantly advanced with robust objective measurement of the limb motion, resulting in quantified, standardized, and reliable outcome measures compared with traditional, semisubjective, observational gait analysis. However, the requirement for large laboratory space and operational expertise makes these systems impractical for gait analysis at local clinics and homes. In this paper, we focus on autonomous gait event detection with our bespoke, relatively inexpensive, and portable, single-camera gait kinematics analysis system. Our proposed system includes video acquisition with camera calibration, Kalman filter + Structural-Similarity-based marker tracking, autonomous knee angle calculation, video-frame-identification-based autonomous gait event detection, and result visualization. The only operational effort required is the marker-template selection for tracking initialization, aided by an easy-to-use graphic user interface. The knee angle validation on 10 stroke patients and 5 healthy volunteers against a gold standard optical motion analysis system indicates very good agreement. The autonomous gait event detection shows high detection rates for all gait events. Experimental results demonstrate that the proposed system can automatically measure the knee angle and detect gait events with good accuracy and thus offer an alternative, cost-effective, and convenient solution for clinical gait kinematics analysis.

1. Introduction

Techniques which allow for objective clinical gait analysis while being minimally intrusive to the stroke patients have dramatically advanced recently [1], resulting in quantified, standardized, and more reliable measurement of the joint kinematics [2] essential for gait analysis [3] compared with traditional, semisubjective [1], observational gait analysis [4, 5]. For example, laboratory-based nonwearable motion analysis systems [1, 6] capture three-dimensional (3D) human motion patterns by tracking markers adhered to the skin overlying anatomical landmarks of the study participant using strategically located multiple infrared cameras within a large laboratory space and provide objective numerical and visual feedback for assessment and diagnosis. However, the expensive system modules and the requirement of significant operational expertise make these systems inconvenient to patients and health services.

In this respect, further research on the development of cost-effective and portable systems has emerged. The portability of these systems would enable conducting gait analysis with adequate fidelity outside a gait laboratory, for example, at local clinics and homes. After measurements are taken, the stroke patient would send the analyzed gait parameters to physiatrists for near-real-time clinical consultation, which has the potential to facilitate the development of increasingly
popular telerehabilitation [7–11]. In particular, [12] proposed an automatic 2D single-camera gait kinematics analysis system. However, the requirement for a dark background and a dark suit with gloves to be worn by patients limits the flexibility of system usage; the system is validated without a gold standard on only one healthy volunteer with one walking trial. Reference [13] presented detailed gait kinematic parameters evaluation of a 2D single-camera gait analysis system (approximate cost, £700), building on [14] with Pro-Trainer motion analysis software (Sports Motion, Inc., Cardiff, CA), showing excellent agreement with a gold standard Vicon MX Giganet 6 × T40 and 6 × T160 (Vicon Motion Systems Ltd., Oxford, UK; approximate cost, £250,000) optical motion analysis system, and similar to Siliconcoach video analysis software (Siliconcoach Ltd., Dunedin, New Zealand) as used by [15, 16]. For all the above, operational expertise to manually process the measurements is a time-consuming and impractical procedure for clinical use.

In our early conference work [17, 18], we proposed an alternative, inexpensive, and portable, 2D single-camera gait kinematics analysis system, including video acquisition, Kalman filter [19, 20] + Structural-Similarity- [21] based marker tracking, autonomous knee angle calculation, and result visualization. Unlike [12], there are no color restrictions on background and study participant’s clothing. Unlike Pro-Trainer and Siliconcoach, the system automatically tracks bullseye markers attached to the joints and calculates the knee angle, where the only operational effort required is marker-template selection for tracking initialization, via mouse-click. The result on one healthy volunteer with 6 walking trials with Vicon, the same gold standard as used by [13], showed good general agreement.

In this study, we enhance our initial single-camera system presented in conference papers [17, 18] by improving video acquisition and the analysis process. In addition, we provide a novel autonomous gait event detection method. We validate the proposed system with Vicon on knee angle using a much wider subject-group than that in [17, 18]: 15 participants including both stroke patients and healthy volunteers. We focus on identifying six gait events and knee angle, which are essential for gait analysis [3], though there are other gait parameters, such as stride length, walking speed, and joint angular velocity, that are not calculated in this study.

The remainder of this paper is organized as follows. In Section 2 we give a detailed description of the proposed system configuration. In Section 3 we present the experimental results on knee angle validation against Vicon and performance evaluation of the proposed autonomous gait event detection. We discuss the performance and potential improvements of the proposed system in Section 4 and provide concluding remarks in Section 5.

2. Method

2.1. System Overview. The system comprises a digital camera EX-FH20 EXILIM (Casio Computer Co., Ltd., Tokyo, Japan) with a tripod, 6 bullseye black-and-white paper markers [13], a black-and-white calibration checkerboard, shown in Figure 1(a), and a laptop with bespoke data processing software and a graphic user interface (GUI) developed in MATLAB R2014b (MathWorks, Inc., Natick, MA). The goal of the system is to autonomously analyze the study participant’s gait kinematics indicated by knee angle. This is achieved by tracking three bullseye markers attached to the skin overlying the joint centers of hip, knee, and ankle of the study participant, in the sagittal plane. As shown in Figure 1(b), the system procedure includes video acquisition and camera calibration, marker tracking, autonomous knee angle calculation and gait event detection, and result visualization. In the following, we describe each of these acquisition and processing steps.

2.2. Video Acquisition and Camera Calibration. Before video recording, 6 bullseye markers are attached to the hip, knee, and ankle joint centers on both legs of a study participant in the sagittal plane. The study participants walk from left to right and back on a 6 × 0.7 m mat, as in [13]. A digital camera capturing video frames at 360 × 480-pixel resolution and 210 frames per second (fps) is mounted on a tripod with 0.5–1.0 m in height and positioned 1.5–3.0 m away from the long-side center of the mat. All video frames are calibrated for correction of lens distortion, using the method of [22] with a calibration checkerboard with 10 × 7 squares of size 23.3 mm each.

For the gold standard Vicon system, SWIFT Cast trial [23, 24] and Plug-in-Gait [25] protocols are adopted in stroke-patient and healthy-volunteer groups, respectively. In particular, for stroke patients, retroreflective markers (14 mm diameter) are fixed to the skin overlying the anatomical landmarks, as done in [24]. The knee flexion/extension axes are defined based on marker clusters at the femur and tibia and single calibration markers, followed by corresponding joint angle calculation [24]. For healthy volunteers, 15 retroreflective markers (14 mm diameter) are fixed to the skin overlying the following anatomical landmarks adapted from the Plug-in-Gait protocol [25], denoted as sacral wand marker, left (right) anterior superior iliac spine, knee, femur, ankle, tibia, toe, and heel markers. The joint angles are then obtained based on the Euler/Cardan angle determination algorithm with a y-x-z-axis rotation sequence, namely, flexion/extension, adduction/abduction, and internal/external rotation [25]. All motion-capturing instrumentation associated with Vicon MX Giganet 6 × T40 and 6 × T160 is calibrated for both groups.

Each study participant is simultaneously recorded with the proposed system and Vicon. Figure 1(c) shows a sample single-camera scene for a healthy volunteer, where 4 out of the 12 Vicon infrared cameras are shown as red circles and 3 bullseye markers on the right leg of the study participant are shown as yellow circles.

2.3. Marker Tracking and Autonomous Knee Angle Calculation. We formulate the marker tracking task as automatically finding the center coordinate of each marker on the camera-facing leg independently from other markers, frame by frame. For initialization, the marker-templates for hip, knee, and ankle markers are manually selected via mouse-click in the first frame of the video shown in the “Current frame” panel.
of the GUI in Figure 2. For each marker, first a Search Area (SA) is set in each frame, where the position and size of the SA are determined by a discrete Kalman filter [20]. Next, SSIM [21] with a full motion search scheme is performed within the SA to find the candidate block most similar to its marker-template, where the best-match candidate block has the highest similarity value among all candidate blocks within SA and is designated then as the tracked marker. Meanwhile, the center coordinate of the tracked marker is recorded for autonomous knee angle calculation.

The hip marker is occasionally hidden from the camera view, that is, occluded, due to arm swing. This occlusion handling problem is addressed by heuristically setting a threshold on the similarity value; that is, the first frame, where the highest similarity value is less than the threshold, is determined as the first frame of occlusion. The SSIM-based motion search algorithm continues to process the subsequent frames until the highest similarity value is no less than the threshold; that is, the hip marker first appears after occlusion. Next, nonlinear interpolation, based on the center coordinates of the hip marker and the distances between the hip and knee markers in the last frame before occlusion and the first frame after occlusion, is performed to estimate the center coordinates of the hip marker within the occluded frames.

The marker trajectories are visualized by mapping the center coordinates of all tracked markers into a single frame, as shown in the “Marker trajectories” figure of the “Result” panel of the GUI in Figure 2. The knee angle is shown in the “Knee angle” figure of the same panel.

2.4. Autonomous Gait Event Detection. Locating the gait events in each gait cycle is essential for gait analysis [26]. To the best of our knowledge, current kinetics-based gait event detection methods rely on adequate force plate strikes [26], as done in conventional optical motion analysis systems such as Vicon, where the limited area of the force plate is impractical for gait event detection within multiple consecutive gait cycles. Similarly to kinematic-based gait event detection algorithms such as [27, 28], these methods are limited to the detection of Initial Contact (heel strike) and Terminal Contact (toe-off), that is, only two gait events/phases.

In this section we discuss how we perform autonomous gait event detection which detects all six gait events/phases in
each gait cycle, including Initial Contact (IC), Foot Flat (FF), Midstance (MST), Heel Raise (HR), Terminal Contact (TC), and Midswing (MSW) [26], based on processing the marker tracking result.

First, without loss of generality, we denote the row (R) and column (C) coordinates of the hip (H), knee (K), and ankle (A) markers on the camera-facing leg in Frame $T$ as $H_R^T, H_C^T, K_R^T, K_C^T, A_R^T, A_C^T$, respectively. From experiments, we conclude that a gait event/phase can be detected based on unique relationships among these six parameters. In particular, we formulate the autonomous gait event detection task as identification of frames where the following hold:

**IC:**
\[
\begin{cases}
|A_C^T - H_C^T| \geq \varepsilon; \\
\max \{A_C^T, \ldots, A_C^{T+\lambda}\} - \min \{A_C^T, \ldots, A_C^{T+\lambda}\} \leq 3\varepsilon;
\end{cases}
\]

**FF:**
\[
\begin{cases}
\left|A_T^C - K_T^C\right| \leq 2\varepsilon; \\
\max \{A_T^{C-\lambda}, \ldots, A_T^{C+\lambda}\} - \min \{A_T^{C-\lambda}, \ldots, A_T^{C+\lambda}\} \leq 3\varepsilon;
\end{cases}
\]

**MST:**
\[
\begin{cases}
\left|A_T^C - H_T^C\right| \leq 2\varepsilon; \\
\max \{A_T^{C-\lambda}, \ldots, A_T^{C+\lambda}\} - \min \{A_T^{C-\lambda}, \ldots, A_T^{C+\lambda}\} \leq 3\varepsilon; \\
\left|A_T^R - A_T^{R+\lambda}\right| \geq \varepsilon; \\
\max \{A_T^R, \ldots, A_T^{R+\lambda}\} - \min \{A_T^R, \ldots, A_T^{R+\lambda}\} \leq 3\varepsilon;
\end{cases}
\]

**HR:**
\[
\begin{cases}
\left|A_T^R - A_T^{R+\lambda}\right| \geq \varepsilon; \\
\max \{A_T^C, \ldots, A_T^{C+\lambda}\} - \min \{A_T^C, \ldots, A_T^{C+\lambda}\} \leq 3\varepsilon;
\end{cases}
\]

**TC:**
\[
\begin{cases}
\left|A_T^R - A_T^{R+\lambda}\right| \geq \varepsilon; \\
\left|A_T^C - A_T^{C+\lambda}\right| \geq 2\varepsilon; \\
\left|A_T^{C-\lambda} - A_T^{C-\lambda}\right| \geq \varepsilon,
\end{cases}
\]

**MSW:**
\[
\begin{cases}
\left|A_T^C - H_T^C\right| \leq 5\varepsilon; \\
\left|A_T^{C+\lambda} - A_T^{C-\lambda}\right| \geq \varepsilon,
\end{cases}
\]

where $\lambda = 3$ and $\varepsilon = 1$ in our experiments. We follow the above heuristically set rules frame by frame and visualize the autonomous gait event detection result by labeling “X”.
marks on both marker trajectories and knee angle plot, with a designated color for each gait event/phase: IC: black, FF: green, MST: red, HR: blue, TC: magenta, and MSW: yellow. For evaluation, we first manually label the most representative frame for each gait event/phase by closely following [26], using a vertical-line in the knee angle plot with the same colorization scheme as for the “X” marks, which is assumed as the ground truth. That is, we use hand-labeled ground truth for all six gait events/phases, since again a conventional force plate approach can only detect IC and TC [26]. Then we determine if detection is valid by comparing the identified frame by the proposed system with the corresponding ground truth; that is, if the difference between the frame number of a ground truth and that of its nearest same-gait-event detection instance is less than \( \tau = 5 \) frames, this detection instance, along with its neighboring same-gait-event detection instances, is designated as a single valid detection instance. Otherwise, these detection instances are designated as a single invalid detection instance. Figure 3 shows the visualized autonomous gait event detection result in a sample right-to-left walking trial. In this example, the difference between the frame number of the ground truth for the first IC, labeled as a black vertical-line, and that of its nearest same-gait-event detection, labeled as a black “X” mark, is less than 5; thus this detection instance, along with its neighboring same-color detection instances, is determined as a single valid detection instance.

For each one-direction trial, we sum the number of valid detection instances and ground truth labels and calculate the detection rate as the evaluation metric:

\[
\text{detection rate} = \frac{\text{number of valid detection instances}}{\text{number of ground truth labels}} \times 100\%
\] (2)

3. Results

The system is validated on 15 participants, including 10 stroke patients and 5 healthy volunteers. All stroke patients were recruited between June 2011 and July 2012 from 4 UK hospitals, and all healthy volunteers were recruited from the University of Strathclyde staff during May 2014. Each participant performed two pairs of left-to-right (LtR) and RtL walking trials; each trial included at least 2 consecutive gait cycles. Thus the test dataset included 40 trials for stroke patients and 20 trials for healthy volunteers. The knee angle data is downsampled from 210 fps to 100 fps, for fair comparison with Vicon (100 fps). In this section, we show the results of the validation against Vicon and evaluation of the autonomous gait event detection.

3.1. Validation against Vicon. Since the gait kinematics abnormalities of stroke patients make marker tracking very challenging, we separately validate the results for the stroke patients and healthy volunteers. We group the measurements of all 40 trials for stroke patients (20 trials for healthy volunteers) together forming a vector \( U_V \times \in \{ (P)proposed,(V)icon \}. \) We then calculate the \( R \)-squared value, max. difference, and root mean square difference between \( U_P \) and \( U_V \), we adopt a Bland-Altman plot between \( U_P \) and \( U_V \) and calculate the mean difference, 95% confidence interval, and a linear fit, based on the constructed Bland-Altman plot shown in Figure 4. The numerical result is as shown in Table 1. The root mean square differences are smaller than 5 degrees, and the \( R \)-squared values are larger than 0.95; the result of Bland-Altman plots shows mean difference smaller than 5 degrees, narrow 95% confidence intervals that are around 10 degrees, and nearly horizontal linear fit with small intercepts, all of which indicates very good agreement.

3.2. Evaluation of the Autonomous Gait Event Detection. The proposed autonomous gait event detection method detected all six gait events/phases with high detection rates, as shown in Table 2, where the average detection rates are 88.83% and 93.27%, for stroke patients and healthy volunteers,
respectively; the minimum detection rate is 81.52% for FF in stroke patients.

4. Discussion

We stress that our system is focused on analyzing knee angle and gait events/phases, that is, gait kinematics analysis. The knee angle validation against Vicon showed high correlation. The proposed autonomous gait event detection scheme detected each gait event/phase with high detection rate by comparing with the ground truth frames, and thus the proposed gait event detection scheme can replace manual labeling effort. In practice, one can adjust the values of $\lambda$ and $\epsilon$ (see Section 2.4) depending on the video camera lens parameters, frame resolution, frame rate, and capturing distance, for optimal autonomous gait event detection. Given the fact that stroke patients are more likely to have transverse plane abnormalities, for example, internal rotation due to weak hip musculature or external rotation due to compensatory movements, experimental results indicate the system robustness to gait kinematics abnormalities for stroke patients and the potential for clinical gait kinematics analysis.

The average system operation time is 30 minutes for each participant, including 5-minute hardware assembly, that is,
setting up the digital camera with a tripod and attaching markers to joints, 5-minute data collection, data processing, and visualization. The camera height (0.5–1.0 m) and the video-capturing distance (1.5–3.0 m) can be flexibly adjusted, with no requirement of large laboratory space. In practice, to make sure that the camera is perpendicular to the walkway, one can set the walkway to be parallel to the horizontal edge of the wall and then align the camera scene with natural lines parallel to the same edge. The system does not require expertise to be installed and used. Thus the system can be used at local clinics and even homes. The gait parameters based on system measurements can be sent to physiatrists for near-real-time clinical consultation, which shows the potential for telerehabilitation [7–11]. Note that the proposed system is capable of measuring segment orientations in the sagittal plane, that is, shank-to-vertical and thigh-to-vertical angles, with added bullseye markers at the femur and tibia, which has potential to assist ankle-foot orthosis fitting and tuning.

The proposed marker tracking scheme is more reliable than two state-of-the-art object tracking methods [29, 30], as shown in our conference paper [18]. In contrast to [12], the proposed system is robust to various background and study participant’s clothing colors and requires much less manual effort than Pro-Trainer and Siliconcoach. Overall, the proposed system has the potential to offer stroke patients a cost-effective and portable, full gait screening tool that can be used on the ward or in the community.

Note that there are two sources of difference between Vicon and the proposed system in knee angle result shown in Table 1: (i) Vicon and our system have different knee angle calculation methodologies: that is, Vicon uses SWIFT Cast trial [23, 24] and Plug-in-Gait [25] protocols with multiple retroreflective markers for knee angle measure in 3D, whereas we adopt a portable single-camera system with only three bullseye markers for knee angle measure in 2D; (ii) as expected and similar to other 2D video analysis systems such as Pro-Trainer and Siliconcoach, based on the three bullseye markers, most of our 2D measurements are different from the corresponding true 3D knee angle due to the deviation between the interesting-angle plane and the camera scene plane; that is, the parallax difference is the major source of difference. To further improve the results without sacrificing portability, a 3D-capable camera, such as Microsoft Kinect [1, 31, 32], can replace the conventional digital camera so that the parallax difference can be removed. Accordingly, one can leverage the 3D information to quantify a larger number of gait parameters such as hip, knee, and ankle angles in both the sagittal and frontal planes and pelvis tilt. This is part of our ongoing study.

5. Conclusions

Emerging 2D single-camera gait analysis systems have the advantage of low cost and high portability compared to laboratory-based motion analysis systems. We proposed a portable single-camera gait kinematics analysis system with autonomous knee angle measure and gait event detection functionality. The proposed system automatically tracks marker and calculates the knee angle, which is in contrast to current video analysis software, such as Pro-Trainer and Siliconcoach. Experimental results showed that the proposed system can measure the knee angle and detect gait events with high accuracy, provide objective visual feedback to patients and physiatrists, and thus offer an alternative, inexpensive, and convenient solution for clinical gait kinematics analysis and novel telerehabilitation options.
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