

Abstract—A minimum error entropy controller is developed for superheated vapour temperature control of a waste heat recovery process using Organic Rankine cycles (ORC). A nonlinear dynamic model is briefed for the ORC evaporator to capture the key dynamic characteristics of the process. Considering non-Gaussian disturbance terms, the control objective is proposed to minimize the combined entropy function and the mean value of the squared tracking errors. The controller is designed by taking into account of bounded constraints on input actions. The improved performances of the proposed method in reducing control variation and decreasing tracking error uncertainty are discussed by a comparison with standard PID control through simulation study conducted on an ORC waste heat recovery process.

I. INTRODUCTION

Organic Rankine cycle (ORC) offer certain advantages in thermal processes such as less heat required during the evaporation process, smaller temperature difference between evaporation and condensation processes, evaporation process occurs at lower pressure and lower temperature, expansion process ends in the vapour region, to name a few. In addition, high reliability and flexibility of ORC operations are also attractive features. Therefore, ORC has been widely used to transform low grade energy into electric power from various thermal processes, for example, solar energy, biomass products, geothermal energy, and in particular waste heat recovery [1]. Improving performance of ORC systems has been an active research field in the past decades [2]. Research development includes selection of organic working fluid [3, 4], modelling of key components in ORC systems [5, 6], performance analysis and optimization of ORC systems [7-9], and experimental study of ORC systems [10].

When a waste heat recovery process operates in ORC, its energy efficiency is closely related to the thermodynamic states of working fluid at various components in the cycle, which can be characterized by operating parameters typically evaporating temperature (or evaporating pressure), condensing temperature, superheated vapour temperature at outlet of the evaporator, and sub-cooling at outlet of the condenser. A proper regulation of these operating parameters in an ORC process is economically essential to improve lifetime and operating efficiency. However, it is technically challenging to control ORC operating parameters due to complex natures characterized by nonlinearity, uncertainty and disturbances from load and waste heat resources. In [6], two single-loop PID control systems were applied to control an ORC based waste heat recovery process. The evaporating temperature was controlled by manipulating expander speed, while the superheating was controlled by manipulating pump flow rate. Multivariable control strategies were presented for ORC based waste heat utilization processes by incorporating a linear quadratic regulator with a PI controller in [11], and using a generalized predictive controller in [12], respectively. Considering constraints on control input, a constrained model predictive controller is proposed in [13] to control waste heat energy conversion systems (WHECS).

Superheated vapour temperature is one of the most important parameters in ORC processes. For safety and economic reasons, the temperature of working fluid at the outlet of evaporator must be controlled below a set-up level during the ORC operation process. One challenging issue in practical ORC control is to consider stochastic disturbances rather than deterministic fluctuations in the inlet mass flow rate and also in the temperature of waste heat of the evaporator. In our earlier work [14], under Gaussian disturbance assumptions, an online self-tuning generalized minimum variance (GMV) controller was proposed for a 100 KW waste heat recovery system with ORC.

In this work, we aim to develop controller for this system by considering non-Gaussian disturbance signals. Following recent developments on minimum entropy control of output probability density function (PDF) tracking errors [10, 11, 15, 16], the superheated vapour temperature control system is investigated under the framework of stochastic distribution control, where the constraints on control input is also considered.

The rest of this paper is organized as follows. A moderately complex dynamic model for ORC evaporator is established in Section 2. In Section 3, the proposed controller is developed using the improved minimum error entropy (MEE) criterion and the stability condition of the control system is discussed. Simulation studies of the proposed method in superheated temperature control of ORC process are conducted in Section 4 by comparing with a PID controller. Conclusions are given in Section 5.

II. MODELLING OF ORC EVAPORATOR

A. ORC Based Waste Heat Recovery Process

An ORC heat recovery power plant converts waste heat into electrical power through several thermodynamic processes as shown briefly in Fig.1. In this thermodynamic cycle, the organic working fluid R245fa is compressed by a pump from the sub-cooled liquid state at condensation
pressure (‘1’) into evaporation pressure (‘2’), subsequently, heated up into a superheated vapour state (‘3’). The vapour with high temperature and high pressure enters the turbine expander and generates power energy following the expansion process down to a state with lower temperature and pressure (‘4’). This working fluid is further cooled to liquid state (‘1’) through the air-cooled condenser.

In this work, the model of ORC evaporator is developed from models in our previous work [11, 13] by incorporating the random disturbances coming from the inlet mass flow rate and the temperature of exhaust gas. The configuration of the evaporator is considered to be of the cross-flow type with the exhaust gas as the secondary fluid. The evaporator can usually be divided into three zones: a sub-cooled liquid section, a saturated mixture fluid. The evaporator can usually be divided into three zones: a sub-cooled liquid section, a saturated mixture fluid, and a superheated vapour section (see Fig. 2).

In appendix for the use of notations, subscripts in integrand (1) from 12 to 2 gives

\[ \frac{\partial A P}{\partial t} + \frac{\partial m}{\partial z} = 0 \]  

\[ \frac{\partial (\rho A h - A P)}{\partial t} + \frac{\partial m h}{\partial z} = \pi D A h (T_w - T_r) \]  

Differential energy balance at the wall:

\[ (C_p A)_{w} \frac{\partial T}{\partial t} = \pi D A h (T_r - T_w) + \pi D A (T_a - T_w) \]  

The boundary conditions of \( m_i, h_i \) and \( m_o \) are considered in the governing PDEs of the evaporator dynamics. Equations (1) - (3) are integrated along the axial coordinate within each of the definition regions to build the moving boundary model.

**Zone 1.** The working fluid in Zone 1 can be considered as incompressible liquid. Hence the mass balance equation is

\[ m_i = m_{i,1} \]  

By integrating (2) from \( z = 0 \) to \( z = z \), the energy balance equation for Zone 1 can be obtained as follows

\[ \int_{P}^{L} \left[ \frac{\rho_i d h_i}{2 d P} + \frac{h_i - h_i}{2 A P} \right] \frac{d L}{d t} = \alpha_i \pi D A (T_{w1} - T_{w2}) + m_i (h_i - h_i) \]  

The energy equation for the tube wall of Zone 1 is

\[ (C_p A)_{w} \left[ \frac{d T_{w1}}{d t} + T_{w1} - T_{w2} \frac{d L}{d t} \right] = \alpha_i \pi D A (T_{w1} - T_{w2}) + \alpha_o \pi D (T_{a1} - T_{w1}) \]  

**Zone 2.** By integrating (1) from \( z = L_i(t) \) to \( z = L_2(t) \), the mass balance equation for Zone 2 can be expressed as

\[ \int_{L_1}^{L_2} \frac{d \rho \rho_i}{d P} \frac{d P}{d t} + A(\rho_i - \rho_g) \frac{d L_2}{d t} + A(\rho_i - \rho_g) \frac{d L_1}{d t} \]  

where \( \rho_g = \rho_i (1 - \gamma) + \rho_g \gamma \) is the average density of the working fluid in Zone 2. \( \gamma \) is the mean value of void fraction.

The energy balance equation for Zone 2 is written as

\[ \int_{L_1}^{L_2} \left[ (1 - \gamma) \frac{d \rho h_i}{d P} - \gamma \frac{d \rho h_g}{d P} - 1 \right] \frac{d P}{d t} + A(1 - \gamma) \left( \rho_i h_i - \rho_g h_g \right) \frac{d L_2}{d t} + A(\rho_i h_i - \rho_g h_g) \frac{d L_1}{d t} = \dot{m}_{i,1} h_i - \dot{m}_{i,2} h_g + \pi D A \left( T_{w2} - T_{w2} \right) \]  

The energy equation for the tube wall of Zone 2 is

\[ (C_p A)_{w} \frac{d T_{w2}}{d t} = \alpha_i \pi D A (T_{w2} - T_{w2}) + \alpha_o \pi D (T_{a2} - T_{w2}) \]  

**Zone 3.** The mass balance equation can be obtained by integrating (1) from \( z = L_2(t) + L_3(t) \) to \( z = L \), which gives
The energy balance equation for Zone 3 can be written in a general form of the following non-linear ARMAX equation:

\[ y_t = F(y_{t-1}, \ldots, y_{t-n}, u_t, u_{k-1}, \ldots, u_{k-n}, u_k) \]  

where \( F(\cdot) \) is a nonlinear function representing system dynamics, \( k \) is the time index, \( y_t \) is the superheated vapor temperature (\( T_{s_{3}} \)) at time \( t \), \( u_k \) is the speed of the compression pump (\( \omega \)); \( \eta_t = [m_i(k) \ T_s(k)]^T \) is the external bounded disturbance vector with known PDF \( \gamma_\eta(\cdot) \). The mass flow rate \( m_i(k) \) and the temperature of exhaust gas at the inlet of the evaporator, \( T_s(k) \), are assumed to be independent of each other. Since the two disturbance terms are considered to be non-Gaussian, the output \( y_t \) is also a non-Gaussian stochastic variable. The discrete-time input-output model in (17) can be established from data produced by the nonlinear first-principle model using parameter estimation techniques.

### III. Minimum Entropy Controller

#### A. Schematic Diagram and Performance Index

In an ORC heat recovery process, the output power of the expander increases with the increase of the superheated vapour temperature, but the superheated vapour temperature is not allowed to exceed the critical temperature level. A control system is proposed as shown in Fig. 3.

![Schematic Diagram of the Proposed Control System](image)
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Fig. 3. Schematic diagram of the proposed control system

At time \( k \), the tracking error of the closed-loop system is defined as \( e_t = r_t - y_t \), thus

\[ e_t = y_t - r_t = F(y_{t-1}, \ldots, y_{t-n}, u_t, u_{k-1}, \ldots, u_{k-n}, u_k) - r_t = g(y_{k-1}, \ldots, y_{t-n}, u_t, u_{k-1}, \ldots, u_{k-n}, u_k, r_k) \]  

where \( g(\cdot) \) is a known nonlinear function, \( \eta_t = (y_{k-1}, \ldots, y_{t-n}, u_t, u_{k-1}, \ldots, u_{k-n}, r_t) \) is a known term at time \( k \). Then, the PDF of the tracking error can be formulated as

\[ \gamma_\epsilon(\eta_t, u_t, x) = \gamma_\epsilon(g^{-1}(\eta_t, u_t, x)) \left| \frac{dg^{-1}(\eta_t, u_t, x)}{dx} \right| \]  

The entropy of the tracking error can be used to represent the degree of randomness in the stochastic signal [15]. For simplicity, the quadratic information potential \( V(e_t) = \int \gamma_\epsilon(\eta_t, u_t, x) d_x \) is an alternative way to characterize the quadratic entropy of the tracking error (entropy is a monotonic decreasing function of the quadratic information potential). The mean value of the squared tracking error is \( E[e_t^2] = \int (e_t^2 \gamma_\epsilon(\eta_t, u_t, x)) d_x \) and it should also be included to minimize the level of the tracking error.
The following performance index is proposed for controller design:

\[ J(u_k) = -R_1V(e_k) + R_2E[e_k^2] + \frac{1}{2}R_u u_k^2 \]  

(20)

where \( R_1 \) and \( R_2 \) are weights assigned for the information potential, the mean value of the tracking error function, respectively, and \( R_u \) is the weighting factor for the control input. The mean value of the squared tracking error can be estimated from the output measurement. The information potential of the tracking error, \( V(e_k) \), can also be estimated using the error series data within a sliding window [16].

B. Constrained Optimal Controller Design

To address the physical bounds on the rotating speed of the compressing pump in practical ORC processes, the following constraint is imposed on the control input

\[ U_{\min} \leq u_k \leq U_{\max} \]  

(21)

where \( U_{\min} \) and \( U_{\max} \) are lower and upper bounds for \( u_k \).

The following constrained optimization problem is thus formulated:

\[
\begin{align*}
\min J(u_k) & = \int \left(-R_1 \hat{e}(\hat{\eta},u_k,x) + R_u u_k^2 \right) \, dx \\
& + \frac{1}{2} R_u u_k^2 \\
\text{s.t.} \quad & U_{\min} \leq u_k \leq U_{\max}, \quad u_k - U_{\min} \geq 0
\end{align*}
\]

(22)

A penalty function method is employed to solve this constrained nonlinear programming problem.

\[
J_{\text{new}}(u_k, M_k) = J(u_k) + M_k \left[ \min \left(0, U_{\max} - u_k \right) \right]^2
\]

+ \[ M_k \left[ \min \left(0, u_k - U_{\min} \right) \right]^2 \]  

(23)

where the penalty factor \( M_k \) is a positive number. A recursive decreasing gradient method is used to find the optimal solution in the following steps.

Step 1: Denote \( k = 1 \), choose the initial control input \( u_0 \) and the penalty factor \( M_1 \), set the magnification factor \( \beta > 1 \) and the accuracy level \( \varepsilon > 0 \).

Step 2: Take \( u_{k-1} \) as the initial point and calculate the following gradient for \( u_k \):

\[ \nabla J_{\text{new}}(u_k) = \partial J_{\text{new}}(u_k) / \partial u_k \]. If \( \nabla J_{\text{new}}(u_k) < \varepsilon \), terminate the optimization process and take the optimal solution \( u_k^* = u_k \); otherwise go to Step 3.

Step 3: Set the step length \( \lambda_k \), the next control input is

\[ u_{k+1} = u_k - \lambda_k \nabla J_{\text{new}}(u_k) \]  

(24)

Step 4: Set \( k := k + 1 \), turn to Step 2. Should a solution exist, eventually, the optimal solution \( u_k^* \) can be obtained to minimize \( J_{\text{new}} \) in (23).

Step 5: If

\[ M_k \left[ \left[ \min \left(0, U_{\max} - u_k \right) \right]^2 + \left[ \min \left(0, u_k - U_{\min} \right) \right]^2 \right] < \varepsilon \],

terminate the optimization process and obtain the optimal solution \( u_k^* = u_k \). Otherwise, set \( M_{k+1} = \beta M_k \), \( k = k + 1 \) and turn to Step 2.

C. Stability Analysis

The stability analysis of the closed loop system is discussed using the linearized model. The nonlinear input-output model in (17) is linearized to read

\[ \Delta y_k = \sum_{i=1}^{\infty} \frac{\partial F}{\partial y_{k-1}} \Delta y_{k-1} + \sum_{j=1}^{\infty} \frac{\partial F}{\partial u_{k-j}} \Delta u_{k-j} + \frac{\partial F}{\partial u_k} \Delta u_k + \frac{\partial F}{\partial v_{k-3}} \Delta v_{k-3} \]  

(25)

where \( \Delta y_k = y_k - y_{k-1} \), \( \Delta u_k = u_k - u_{k-1} \) and \( \Delta v_k = v_k - v_{k-1} \) \( (i=1,2) \). Applying the unit backward shift operation \( z^{-1} \) to both sides of (25),

\[ \begin{align*}
(1 - \sum_{i=0}^{\infty} \frac{\partial F}{\partial y_{k-1-i}}) \Delta y_k \\
= \sum_{j=0}^{\infty} \frac{\partial F}{\partial u_{k-j}} \Delta u_{k-j} + \frac{\partial F}{\partial u_k} \Delta u_k + \frac{\partial F}{\partial v_{k-3}} \Delta v_{k-3}
\end{align*} \]

Denote

\[ N(z^{-1}, k) = 1 - \sum_{i=0}^{\infty} \frac{\partial F}{\partial y_{k-i}} z^{-i} \]  

and

\[ \xi_k = \sum_{j=0}^{\infty} \frac{\partial F}{\partial u_{k-j}} z^{-j} \Delta u_{k-j} + \frac{\partial F}{\partial u_k} \Delta u_k + \frac{\partial F}{\partial v_{k-3}} \Delta v_{k-3} \]

(27)

It can be seen from (21) that \( |\Delta u_k| \leq U_{\max} - U_{\min} \). Moreover, \( \Delta u_{k-j} \) and \( \Delta v_{k-3} \) are bounded terms. Therefore, \( \xi_k \) is also bounded. Let \( N(z^{-1}, k) \Delta y_k = \xi_k \) and \( X(k) = [\Delta y_{k-1} \Delta y_{k-2} \cdots \Delta y_{k-3}]^\top \), the following state-space representation can then be formulated as

\[ X(k+1) = A(k) X(k) + B(k) \xi_k \]  

(28)

where

\[ A(k) = \begin{bmatrix} 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 \end{bmatrix} \]  

\[ B(k) = \begin{bmatrix} \alpha_1(k) & \alpha_2(k) & \cdots & \alpha_{k}(k) \\ 0 & \vdots & \ddots & \vdots \\ 0 & \cdots & \cdots & 1 \end{bmatrix} \]  

IV. SIMULATION STUDY

The stability analysis of the closed loop system is discussed using the linearized model. The nonlinear input-output model in (17) is linearized to read

\[ \Delta y_k = \sum_{i=1}^{\infty} \frac{\partial F}{\partial y_{k-1}} \Delta y_{k-1} + \sum_{j=1}^{\infty} \frac{\partial F}{\partial u_{k-j}} \Delta u_{k-j} + \frac{\partial F}{\partial u_k} \Delta u_k + \frac{\partial F}{\partial v_{k-3}} \Delta v_{k-3} \]  

(25)

where \( \Delta y_k = y_k - y_{k-1} \), \( \Delta u_k = u_k - u_{k-1} \) and \( \Delta v_k = v_k - v_{k-1} \) \( (i=1,2) \). Applying the unit backward shift operation \( z^{-1} \) to both sides of (25),
The proposed optimal control approach is applied to superheated vapor temperature control of an ORC process. For comparison purpose, an optimal PID controller, $G_{PID}(s) = k_p + k_i/s + k_d/s$, is tuned by Matlab software. The best tuned PID parameters are $k_p = 3.98 \times 10^{-4}$, $k_i = 6.64 \times 10^{-4}$ and $k_d = 0.03$. In this simulation, the sampling period is $T_s = 1s$. The control inputs of both the proposed controller and the PID controller are limited by a range of $2950 \leq u_r \leq 3050$ min, the initial control input is $u_0 = 3042$ r/min. Non-Gaussian disturbances imposed on the mass flow rate and the temperature of exhaust gas at inlet of the evaporator can be assumed to follow β-distribution with the following PDFs:

$$\gamma_{u_1}(x) = \begin{cases} 
[0.02^{(a_1,b_1)} \beta(a_1,b_1)]^{-1}(x+0.01)^{a_1-1}(0.01-x)^{b_1-1}, x \in [-0.01,0.01] \\
0, \text{ otherwise}
\end{cases}$$

$$\gamma_{u_2}(x) = \begin{cases} 
[0.2^{(a_2,b_2)} \beta(a_2,b_2)]^{-1}(x+0.1)^{a_2-1}(0.1-x)^{b_2-1}, x \in [-0.1,0.1] \\
0, \text{ otherwise}
\end{cases}$$

where $a_1 = 10$, $b_1 = 4$, $a_2 = 3$, $b_2 = 8$. The distributions of the two disturbance terms can be seen in Fig. 4.

![Fig. 4. Distribution of the two disturbance inputs](image)

The ORC process operates at a steady state before 50s, a step change is introduced to the set point of the superheated vapour temperature at 50s from $137.6 \degree C$ to $142.6 \degree C$. The set-point change and the time responses of the superheated vapour temperature under the proposed control and the PID control are shown in Fig. 5. The red dash-dot line shows the set point variation. The blue dotted line and the green solid line represent temperature responses using the PID controller and the proposed control algorithm, respectively. It can be seen that both control methods are able to stabilize the superheated vapour temperature around the set point. The proposed control algorithm obtains smaller overshoot and shorter settling time compared with the PID controller.

![Fig. 5. Response of superheated vapour temperature](image)

It can be observed from Fig. 6 and 7 that the PDFs of the tracking errors become narrower and sharper over the control process using both PID and the proposed control methods, which means both controllers can drive the system towards the direction with a smaller randomness. With a further comparison, it can be seen from Fig. 6 that the PDF of the tracking error approaches to zero under the proposed controller, and the PDF becomes narrow and sharp at $t=80s$. However, at $t=80s$, the PDF of the tracking error under PID controller still largely deviates from zero. The constrained control signals are shown in Fig. 8, where the blue dotted line is the control input obtained by the proposed control law, and the green solid line is the control input from the PID controller. With the constraint condition included in the controller design, the control signal from the proposed algorithm stays away from the boundaries during the whole control process. In summary, compared with the PID control, the simulation results demonstrate that the proposed algorithm has achieved shorter settling time, smaller overshoot and less uncertainty in process response.

![Fig. 6. Selected PDFs under the proposed control](image)
V. CONCLUSIONS

In this paper, a generalized minimum entropy controller is proposed to control the superheated vapour temperature in ORC process. A mathematical model is presented to describe the evaporator dynamics of ORC process, where the disturbances coming from the mass flow rate and the temperature of exhaust gas are considered to be non-Gaussian signals. In controller design, the performance index is formed by the entropy or information potential of the output tracking error rather than the mean squared error normally used for Gaussian processes. Accordingly, the superheated vapour temperature control problem is handled in the stochastic control framework by considering bounded constraints on control input. To solve the constrained nonlinear programming optimization problem, the penalty function method is adopted to obtain the recursive optimal control input subject to bounded constraints. When applying the proposed controller and a fine-tuned PID controller to the simulation study of ORC process, both controllers can receive reasonable tracking performance in superheated temperature control, but the proposed controller is capable of handling the constraints on control input, reducing the control variations, and also decreasing dispersion of the tracking error distribution in the superheated vapour temperature with better dynamic response.
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APPENDIX

NOMENCLATURE

\begin{itemize}
  \item \text{\textit{A}} \quad \text{Area [m}^2\text{]}
  \item \text{\textit{m}} \quad \text{Mass [kg]}
  \item \text{\textit{\dot{m}}} \quad \text{Mass flow rate [kg/s]}
  \item \text{\textit{P}} \quad \text{Pressure [kPa]}
  \item \text{\textit{h}} \quad \text{Specific enthalpy [J/kg]}
  \item \text{\textit{D}} \quad \text{Diameter [m]}
  \item \text{\textit{\alpha}} \quad \text{Heat transfer coefficient [W/(m} \cdot \text{C})]
  \item \text{\textit{T}} \quad \text{Temperature [\degree C]}
  \item \text{\textit{\gamma}} \quad \text{Mean value of void fraction [-]}
  \item \text{\textit{\rho}} \quad \text{Density [kg/m}^3\text{]}
  \item \text{\textit{L}} \quad \text{Length of region [m]}
  \item \text{\textit{C}_p} \quad \text{Specific heat capacity [J/kg]}
  \item \text{\textit{\omega}} \quad \text{Pump speed (r/min)}
  \item \text{\textit{v}} \quad \text{Disturbance}
\end{itemize}

\textit{Subscripts}

\begin{itemize}
  \item \text{\textit{a}} \quad \text{Exhaust gas}
  \item \text{\textit{w}} \quad \text{Wall}
  \item \text{\textit{r}} \quad \text{Organic working fluid}
  \item \text{\textit{c}} \quad \text{Condenser}
  \item \text{\textit{p}} \quad \text{Pump}
  \item \text{\textit{g}} \quad \text{Saturated vapor}
  \item \text{\textit{l}} \quad \text{Saturated liquid}
  \item \text{\textit{sh}} \quad \text{Superheated vapor}
  \item \text{\textit{i}} \quad \text{Inlet or inner}
  \item \text{\textit{o}} \quad \text{Outlet or outer}
  \item \text{\textit{Int 1}} \quad \text{The interface of liquid region and liquid–vapor mixture region}
  \item \text{\textit{Int 2}} \quad \text{The interface of liquid–vapor mixture region and Superheated vapor region}
  \item \text{\textit{1}} \quad \text{Sub-cooled liquid region}
  \item \text{\textit{2}} \quad \text{Liquid–vapor mixture region}
  \item \text{\textit{3}} \quad \text{Superheated vapor region}
\end{itemize}