Forecasting Flashover Parameters of Polymeric Insulators under Contaminated Conditions Using the Machine Learning Technique
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Abstract: There is a vital need to understand the flashover process of polymeric insulators for safe and reliable power system operation. This paper provides a rigorous investigation of forecasting the flashover parameters of High Temperature Vulcanized (HTV) silicone rubber based on environmental and polluted conditions using machine learning. The modified solid layer method based on the IEC 60507 standard was utilised to prepare samples in the laboratory. The effect of various factors including Equivalent Salt Deposit Density (ESDD), Non-soluble Salt Deposit Density (NSDD), relative humidity and ambient temperature, were investigated on arc inception voltage, flashover voltage and surface resistance. The experimental results were utilised to engineer a machine learning based intelligent system for predicting the aforementioned flashover parameters. A number of machine learning algorithms such as Artificial Neural Network (ANN), Polynomial Support Vector Machine (PSVM), Gaussian SVM (GSVM), Decision Tree (DT) and Least-Squares Boosting Ensemble (LSBE) were explored in forecasting of the flashover parameters. The prediction accuracy of the model was validated with a number of error cost functions, such as Root Mean Squared Error (RMSE), Normalized RMSE (NRMSE), Mean Absolute Percentage Error (MAPE) and R. For improved prediction accuracy, bootstrapping was used to increase the sample space. The proposed PSVM technique demonstrated the best performance accuracy compared to other machine learning models. The presented machine learning model provides promising results and demonstrates highly accurate prediction of the arc inception voltage, flashover voltage and surface resistance of silicone rubber insulators in various contaminated and humid conditions.
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1. Introduction

Outdoor insulators are some of the most important high voltage and medium voltage components, playing a key role in the reliability of power transmission and distribution. Power system failures are mostly due to the contamination of outdoor insulators [1,2]. Due to the increasing demand for energy in the last few decades, the demand for reliable insulator designs and diagnostic tools is increasing. Outdoor insulators are subjected to various environmental conditions during service [3,4]. The pollution constituents arise from industrial, sea and dust deposits on the insulator surface as
a dry pollution layer. Although dry pollution does not have a significant effect on the insulation strength of the materials, during fog, rain, or moisture, the pollution constituents dissolve in water, leading to a thin conductive layer on the insulator surface [5]. The presence of a conductive layer encourages the flow of current along the insulator surface due to an applied electric field stress [6]. The superior performance of polymeric materials under contamination is due to their hydrophobicity. Due to the hydrophobic nature of silicone rubber, it resists the formation of a uniform water layer, leading to reduced leakage current and high surface resistance. Silicone rubber offers many advantages, e.g., low weight, easy handling, etc., as compared to porcelain, glass and other polymeric materials; however, the ageing of silicone rubber materials is unavoidable due to their organic nature [7–9]. The flashover process of polymeric insulators is also different than porcelain and glass insulators due to their hydrophobic nature [10–12]. Previous studies have shown that the electric field stress at the junction of the water droplet, air and insulator is very high, leading to corona and partial arcs [13,14]. Elongation of the water droplet occurs in the direction of the applied electric field [15]. These partial arcs and discharges at the edges of water droplets decrease the surface hydrophobicity, leading to the formation of a uniform water layer. Once a uniform water film forms on the insulator surface, leakage current flows through the conductive layer, resulting in Joule heating and dry band formation [16–18].

When the voltage drop across the dry band exceeds the withstanding capability of the dry band, partial arcs initiate and propagate, which may lead to flashover under certain conditions. The performance of outdoor insulators under contamination has been investigated by many researchers [19–22]. Mathematical models have been developed to predict the critical flashover voltage, critical leakage current and pollution resistance [23–28]. However, these models cannot be directly applied to silicone rubber and other polymeric insulators. The Equivalent Salt Deposit Density (ESDD) of an insulator is considered a reliable method for measuring the pollution severity [29,30]. However, silicone rubber material interacts with the pollution constituents, and measuring only ESDD may not give accurate results. It was proposed by an IEEE task force on insulator contamination that surface resistance can be used to predict the ageing and contamination severity of polymeric insulators [31].

The influence of pollution severity and fog rate on surface resistance was reported in [32,33]. Laboratory experiments of outdoor insulators are time consuming and need sophisticated hardware and software. Therefore, most of the previous work has utilized mathematical modelling to predict the flashover parameters of outdoor insulators. However, the existing mathematical models are used for ceramic and glass insulators and cannot be directly applied to polymeric insulators.

Intelligent systems based on neural network, fuzzy logic and Support Vector Machine (SVM) have been used to predict the critical flashover parameters of outdoor insulators [34–36]. The critical flashover voltage for outdoor insulators was predicted using Artificial Neural Networks (ANN) in [37,38]. Similar models have been developed to predict the critical flashover voltage and leakage current of outdoor insulators [39–44]. However, the training dataset used in these studies consisted of the insulator diameter, height, ESDD, creepage distance and form factor. Furthermore, the data were derived from the combination of laboratory experiments and using existing mathematical models of critical flashover voltage. There appears to be no experimental results of flashover parameters based on environmental conditions (humidity and temperature) and inert pollution for training the machine learning algorithms. The major limitation of previous mathematical and regression models is that they cannot be applied directly to polymeric insulators due to their unique property of hydrophobicity. Furthermore, the existing intelligent system applications in this area do not consider arc inception voltage and surface resistance. Measuring and predicting inception voltage and surface resistance are both critically important parameters to understand the process leading to flashover.

Previous statistical models predicting the surface resistance of polymeric insulators [30,45,46] are based on linear regression techniques and consider pollution severity and pollution type as input parameters. Currently, there appears to be no literature available on the use of experimental data and bootstrapping methods to increase the machine learning samples for insulator applications, thus providing the motivation for the work presented in this paper. Section 2 of this paper discusses
the problem formulation followed by the experimental setup and test method in Sections 3 and 4, respectively. Section 5 includes the details of the bootstrapping method and machine learning algorithms utilised in this work. Section 6 presents the results and discussion followed by the conclusions in Section 7.

2. Problem Description

Efforts have been undertaken in the past to predict the flashover voltage and ESDD of outdoor insulators using mathematical models and other statistical approaches. In this paper, an intelligent model is proposed to predict arc the inception voltage, flashover voltage and surface resistance of silicone rubber insulators based on environmental (humidity, temperature) and contaminated (ESDD, Non-Soluble Salt Deposit Density (NSDD)) conditions. The data were obtained from extensive experimentation in the laboratory under controlled environmental conditions. A total of four parameters and their influence on surface resistance, arc inception and flashover voltage were investigated.

To this end, the main contributions of this work are:

- An understanding of the effect of pollution severity, NSDD, humidity and temperature on arc inception voltage, flashover voltage and surface resistance through laboratory experiments.
- The implementation of machine earning algorithms such as ANN, Polynomial SVM (PSVM), Gaussian SVM (GSVM), Decision Tree (DT) and Least-Squares Boosting Ensemble (LSBE) to predict arc inception voltage, flashover voltage and surface resistance based on the experimental data.
- Accuracy evaluation of the proposed model with the actual measured dataset and also through bootstrapping methods using criteria such as Root Mean Squared Error (RMSE), Normalised RMSE (NRMSE), Mean Absolute Percentage Error (MAPE) and the Regression value (R).

3. Experimental Setup

The schematic diagram of the experimental setup is shown in Figure 1. High Temperature Vulcanized (HTV) silicone rubber samples having dimensions of 10 cm $\times$ 4 cm $\times$ 0.6 cm were polluted using the modified solid layer method based on IEC 60507. The test sample configuration is shown in Figure 2. The polluted samples were exposed to high voltage stress using a 0–100 kV, 100 kVA power frequency test transformer. All tests were performed in a climate chamber under controlled environmental conditions. The samples were placed on a horizontal table made of acrylic glass, and the high voltage was provided using a finely polished hemisphere electrode made of copper, 1.2 cm in diameter. The ground electrode was a copper plate of 1 cm in width. The voltage and current waveforms were measured using a high voltage capacitive divider and current transformer, respectively. The data were acquired using an NI data acquisition card and LabVIEW software. As the silicone rubber loses its hydrophobicity after exposure to high voltage stress, multiple samples were prepared with various ESDD and NSDD levels. Further details regarding the experimental setup and sample configuration can be found in [47,48]. Additionally, experimental data is provided in Appendix A.
4. Test Method

Humidity, temperature, fog rate and rain intensity were set and controlled within the climate chamber. All tests were performed under clean fog (solid layer method) conditions, and the fog rate was kept constant at 4 L/h. Before energizing, samples were placed in the chamber for 20 min to facilitate uniform wetting of the surface and avoid unintentional dry band formation. A visual inspection was performed before energizing to make sure the samples were uniformly wetted. Initially, tests were performed on a uniformly polluted sample to determine the typical flashover voltage. Once the predicted flashover voltage was determined, the applied voltage was increased in steps of 5% of the predicted flashover voltage starting from zero and until flashover occurred. Each step change in voltage was maintained for 2 min, and if no arcs appeared on the insulator surface, the voltage was increased further. When the first arc appeared on the insulator surface, a note of voltage magnitude was made, and this was defined as the arc inception voltage. At the arc inception stage, the voltage was again kept constant for 2 min until either the arc disappeared or led to flashover. Each test was repeated multiple times to generate sufficient data for machine learning algorithms to be effectively trained.

Surface resistance was measured according to the guidelines presented in the IEEE task force on insulator contamination [31]. One of the major requirements in surface resistance measurement is that the applied voltage should be low enough that it does not lead to partial arcs, but high enough to facilitate the flow of leakage current. Therefore, the applied voltage was kept constant at 15 V/mm, and the insulators were stressed for 1 h under clean fog conditions. Pollution was reapplied after each test so that a uniform pollution layer could be maintained during the test. Multiple tests were performed on each sample under different ESDD and NSDD conditions and under different humidity and temperature environments.

Once enough experimental data were generated, a machine learning model was developed based on four input parameters (ESDD, NSDD, humidity and temperature) and three output parameters (inception voltage, surface resistance and flashover). The performance of each algorithm was evaluated on four performance metrics, namely RMSE, NRMSE, MAPE and $R$. The details of the proposed machine learning algorithms are presented in the following section.

5. Machine Learning Algorithms

A number of machine learning algorithms such as ANN, PSVM, GSVM, DT and LSBE were applied to predict the flashover parameters of the silicone rubber insulation. To improve the accuracy of the proposed algorithms, bootstrapping was used to increase the number of data samples. Details about the bootstrapping method and machine learning algorithms are given in the following section.

5.1. Bootstrap Method

The bootstrap method is used to provide a better approximation of the actual distribution of the parameters of estimation. It expands upon the single realization of the actual distribution to generate the bootstrap sample, which provides improved understanding of the actual distribution or process. Sampling with a replacement procedure is used to generate bootstrap samples. This involves randomly
selecting one sample from the dataset containing \( N \) samples and placing it in the bootstrap dataset. Another observation is then randomly sampled and is placed in the bootstrap dataset. This process continues until a new bootstrap dataset is formed with \( N \) samples. It was reported in [49] that bootstrapping is highly effective when applied to a small sample size \( (N < 30) \). In the case of a larger sample size, bootstrapping offers the benefits of improved accuracy in statistical estimation and increased percentage of estimation effectiveness and is independent of the sample distribution. Due to random selection and replacement, the bootstrap dataset may include multiple copies of the same observation and no copies of other observations. Therefore, it is important to select the appropriate number of bootstrap samples for increased confidence in the obtained results. In this study, the random selection of bootstrap samples was performed using a two-dimensional chaos map also known as TD-ERCS (Tangent Delay Ellipse Reflecting Cavity Map System). TD-ERCS is used for random number generation and permutation [50]. Such a chaos system provides an equiprobability distribution and hence can be effectively used in bootstrapping methods. Through such a map, one can select random samples from a provided dataset. The TD-ERCS method is expressed through [50]:

\[
\begin{align*}
x_n &= \frac{-2x_{n-1}y_{n-1} + x_{n-1}(\mu^2 - k_{n-1}^2)}{\mu^2 + k_{n-1}^2} \\
y_n &= k_{n-1}(x_n - x_{n-1}) + y_{n-1}, \quad n = 1, 2, 3...
\end{align*}
\]  

(1)

where:

\[
k_n = \frac{2k'_{n-m} - k_{n-1} + k_{n-1}(k'_{n-m})^2}{1 + 2k'_{n-1}k_{n-m} - k(k'_{n-m})^2}
\]  

(2)

\[
k'_{n-m} = \begin{cases} 
\frac{-x_{n-1}}{y_{n-1}} \mu^2 & n < m \\
\frac{-x_{n-m}}{y_{n-m}} \mu^2 & n \geq m
\end{cases}
\]  

(3)

\[
y_0 = \mu \sqrt{1 - x_0^2}
\]  

(4)

\[
k'_0 = -\frac{x_0}{y_0} \mu^2
\]  

(5)

\[
k_0 = -\frac{\tan \alpha + k'_0}{1 - k'_0 \tan \alpha}
\]  

(6)

\[
\begin{cases}
\mu \in (0, 1) \\
x_0 \in [-1, 1] \\
\alpha \in (0, \pi) \\
m = 2, 3, 4, 5...
\end{cases}
\]  

(7)

Here, \( \mu, x_0, \alpha \) and \( m \) are known as seed parameters of the TD-ERCS map and \( x_n \) and \( y_n \) are random sequences, respectively. These seed parameters are utilised in random number generation. The number of bootstrap samples used to train the machine learning algorithms was 100. Each bootstrap sample consisted of 44 observations, which were used for training, while the observations not selected during bootstrapping from the original dataset were used for testing. The performance metrics were calculated for each bootstrap sample, and the average values along with the Standard Deviation (STD) are reported in this paper. The mean value and 95% confidence interval are also calculated and presented in this paper.

\[
\hat{y} = \frac{1}{B} \sum_{b=1}^{B} y_b
\]  

(8)
\[
STD = \sqrt{\frac{\sum_{B=1}^{B} (y - \bar{y})^2}{B-1}}
\]  

where \(\bar{y}\) is the mean value and \(B\) is the number of bootstrap samples.

5.2. Artificial Neural Network

In machine learning algorithms, one of the main tools is ANN, which mimics biological networks. Unlike programmed task rules, ANN learns tasks from a set of examples. Generally, the output data are manually labelled. For example, in image classification algorithms, the output is labelled as “cat” and “dog” with example images provided for training the ANN algorithm. After training a network, data are provided to the ANN, and the output “cat” and “dog” is predicted. A simple neural network can be represented as shown in Figure 3. In ANN, a neural network consists of the input, hidden and output layers, respectively.

![Figure 3. ANN network.](image)

The available dataset is mainly divided into training data and testing data. In the training phase, ANN is trained with a learning algorithm such as gradient descent, the Newton method, the conjugate gradient, the quasi-Newton method or the Levenberg–Marquardt (LM) algorithm. In this work, we used gradient decent due to the faster convergence and less computational time. Mathematically, gradient decent minimises a cost function, and the derivative of the error function is updated based on the gradient. The cost function in this case is the RMSE. The updated weights are calculated as:

\[
a(x + 1) = a(x) - \nabla a(x),
\]

where \(a(x)\) is the weight at iteration \(x\) and \(\nabla a(x)\) is the gradient of \(a(x)\), which can written as:

\[
\nabla a(x) = \mu \frac{\partial f}{\partial a}
\]

where \(\mu\) is the learning rate and \(\frac{\partial f}{\partial a}\) is the loss function. According to the chain rule, \(\frac{\partial f_m}{\partial a_m}\) at iteration \(m\) is written as:

\[
\frac{\partial f}{\partial a_m} = \frac{\partial f_m}{\partial a_m} \frac{\partial y_m}{\partial a_m} \frac{\partial w_m}{\partial a_m},
\]

where \(y_m\) is the output. In this research, the sigmoid activation function is used. Mathematically, the sigmoid function \((\beta)\) can be written as:

\[
\beta(y) = \frac{1}{1 + \exp^{-y}}.
\]
where $\exp$ is the exponential function. In this paper, input neurons to the ANN model consist of pollution severity, NSDD, relative humidity and ambient temperature, while the output neurons are surface resistance, inception voltage and flashover voltage. The proposed ANN model can be seen in Figure 4. The ANN training and testing steps are shown in Figure 5.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4}
\caption{The proposed ANN model for flashover parameters.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5}
\caption{Steps involved in the proposed model.}
\end{figure}

5.3. Support Vector Machine

SVM is a machine learning algorithm used for both classification and regression problems. In SVM, there is a starting point containing all the dataset records. Then, the SVM algorithm finds the optimal hyper-plane, on the basis of the highest value of dissimilarity possible, which linearly separates the data points. Unlike the classical neural network approach, the SVM formulation of the learning problem leads to Quadratic Programming (QP) with a linear constraint. However, the size of the matrix involved in the QP problem is directly proportional to the number of training points. Consider a given training set \( x_i, y_i \), where \( i = 1, 2, ..., N \) with input data \( x_i \in R \) and output data \( y_i \in R \). The following regression model can be constructed by using a non-linear mapping function \( \Phi(x) \):

\[
y = w^T \Phi(x) + b \tag{14}
\]

where \( w \) is the weight vector and \( b \) is the bias term. As in ANN, it is necessary to minimize a cost function \( C \) containing a penalized regression error, as follows:

\[
\min C(w, \varepsilon) = \frac{1}{2} w^T w + \frac{1}{2} \gamma \sum_{i=0}^{N} \varepsilon_i^2 \tag{15}
\]
subject to equality constraints:

\[ y = w^T \Phi(x) + b + e_i. \]  \hspace{1cm} (16)

The first part of this cost function is a weight decay, which is used to regularize weight sizes and penalize large weights. Due to this regularization, the weights converge to a similar value. In this work, two different SVM kernels were used, namely polynomial and Gaussian, for predicting the flashover parameters.

### 5.4. Decision Tree

DT is a supervised learning method used for classification and regression using a model of decisions or tree-like graph. DT is basically a contrasting machine learning technique as compared to ANN or SVM. The other approaches deal with the data numerically, while the theory of DT does not depend on the assumption of numerical data. In DT, there are nodes, branches (links) and leaves; each node represents an attribute (feature); branches denote a decision (rule); and a leaf signifies an outcome. Any interested reader can find more details in [51]. DT mainly work on an “if, then, else” programmable structure. The inputs are compared against constant values, and the tree is split based on the less than, equal to or greater than value from the constant. The Classification and Regression Trees (CART) algorithm is utilised in this work to select the best split input at each node. Gini’s diversity Index (GI) is used as the split criterion, with \( N - 1 \) maximum number of splits, where \( N \) is the input set size for input \( x_i \in \mathbb{R}^d \) and output data \( y_i \in \mathbb{R} \). The GI value is calculated from Equation (17) as:

\[ GI = 1 - \sum_{i=1}^{N} p^2(i) \]  \hspace{1cm} (17)

In (17), \( p(i) \) represents the probability of the \( i \)th input. The tree is grown by estimating an optimal pruned sequence of sub-trees, and the leaves, which originate from the same parent node, are combined together. During testing, the test inputs are routed down the tree according to their values and are compared at each node against constants. The final value is obtained once the leaf node is reached.

### 5.5. Least-Squares Boosting Ensemble

Instead of utilizing a single tree, multiple regression trees can be combined for higher accuracy. Such techniques are known as regression tree ensembles. In the ensemble technique, weak learners are combined to get a stronger learner. Mainly two types of decision tree ensemble methods are used: (i) bagging and (ii) boosting. In both cases, the aim is to decrease variances by combing several learners. In bagging, the responses on \( N \) learners are averaged, while in boosting, the results are calculated based on the weighted average. In the boosting regression tree ensemble, higher weights are allocated to good classification/regression. In both cases, the aim is to decrease variances by combing several learners. In our work, the best results were obtained with the regression tree ensemble generated with the LSBE algorithm. LSBoost fits tree learners to regression ensembles. The ensemble generates an aggregate prediction \( g(x_i) \) of the previously grown regression tree learners. For every new learner, LSBoost fits the learner to the difference between the obtained output and the aggregated prediction \( g(x_i) \) of previously grown learners. The LSBE algorithm fits tree learners to minimize the mean squared error, as given in Equation (18):

\[ MSE = \frac{1}{N} \sum_{i=1}^{N} (y_i - \eta g(x_i))^2 \]  \hspace{1cm} (18)

The LSBE algorithm was tested with various parameters for leaf size, number of regression tree learners and the learning rate \( \eta \). The best results were obtained with the parameter values illustrated in Table 1.
6. Results and Discussions

The above machine learning methods were applied to the flashover parameter datasets. The learning rate for ANN was 0.005, and the learning algorithm was gradient decent with 10 hidden neurons and 1000 epochs. The predicted results were close to the actual results. However, a numeric value will be more accurate for the comparison of different machine learning algorithms. The efficiency and strength of each algorithm was evaluated on four metrics, namely RMSE, NRMSE, MAPE and $R$. The accuracy of each algorithm was tested using the aforementioned metrics. RMSE was used to calculate the average magnitude error, while NRMSE was used to calculate the normalised square root of the average of squared differences between the actual and predicted flashover parameters. MAPE is the percentage representation of the mean of the sum of absolute differences between the actual and predicted parameters. These parameters can be represented mathematically using the following expressions.

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (FP_{Ai} - FP_{Pi})^2}
\]

\[
NRMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} \left( \frac{FP_{Ai} - FP_{Pi}}{FP_{Ai}} \right)^2}
\]

\[
MAPE(\%) = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{FP_{Ai} - FP_{Pi}}{FP_{Ai}} \right| \times 100\%
\]

\[
R = 1 - \left( \frac{\sum_{i=1}^{N} (FP_{Ai} - FP_{Pi})}{\sum_{i=1}^{N} FP_{Ai}} \right)^2
\]

where $N$ is the number of samples and $FP_{A}$ and $FP_{P}$ are the actual and predicted flashover parameters i.e., surface resistance, inception voltage and flashover voltage at time $i$, respectively. For machine learning algorithms to be efficient and reliable, the values of RMSE, NRMSE and MAPE should be as close to zero as possible, while the value of $R$ should be as close to one as possible.

The 95% confidence interval, which was centred on the bootstrap estimator and the width of which was proportional to the standard deviation, was calculated for all performance metrics mentioned above. However, the obtained frequency distribution was very similar in all cases and can be better represented with STD. Therefore, only confidence interval histograms for surface resistance are reported, which were obtained with DT algorithms, in Figure 6. Figure 6 shows the distribution of RMSE, NRMSE, MAPE and the $R$ value. The vertical lines on the histograms represent the 95% confidence level on the obtained results.

Figures 7–9 show the performance metrics for the different machine learning algorithms. It can be observed from Figure 7 that the lowest RMSE, NRMSE and MAPE values were obtained in the case of PSVM for surface resistance. For the prediction of surface resistance, the performance of ANN was low when compared to the other machine learning algorithms. Moreover, the $R$ value was also very close to the ideal value of one for PSVM. A similar study was performed to predict the inception
voltage. The performance metrics obtained are shown in Figure 8. The RMSE, NRMSE and MAPE values obtained in the case of PSVM were lower when compared to the other algorithms. However, the results obtained by applying LSBE were close to PSVM in this case. Again, the performance of ANN was low in comparison to other machine learning algorithms. The value of $R$ was comparably similar in the case of LSBE and GSVM.

The different performance metrics obtained for flashover voltage are presented in Figure 9. In this case, again, the PSVM outperformed the other machine learning algorithms. However, for flashover prediction, GSVM performed better than LSBE. Comparing the obtained results, it was observed that PSVM performed better in all cases. Additionally, the performance of each algorithm was different for each output parameter. The best prediction accuracy was obtained for surface resistance as compared to inception and flashover voltage.

The vertical lines on the graphs show the variation in the mean values when bootstrapping was applied. It can be observed from Figure 7 that apart from the mean values of RMSE, NRMSE, MAPE and $R$, the STD was lower in the case of PSVM, DT, LSBE and GSVM as compared to ANN. The lowest variation was noted in the case of PSVM followed by GSVM and LSBE in the case of surface resistance. A similar trend in performance metrics variation was observed in Figures 8 and 9 for inception voltage and flashover voltage. However, the proposed machine learning algorithms performed better for surface resistance as compared to inception and flashover voltage. Comparing the results presented in Figures 7–9, it can be observed that ANN performed relatively better in the case of inception voltage as compared to surface resistance and flashover voltage.

![Histograms of the 95% confidence interval of surface resistance using the DT algorithm:](image)

**Figure 6.** Histograms of the 95% confidence interval of surface resistance using the DT algorithm: (a) RMSE, (b) NRMSE, (c) MAPE, (d) $R$ Value.
Figure 7. Comparison of different machine learning algorithms for surface resistance: (a) RMSE, (b) NRMSE, (c) MAPE, (d) R Value.

Figure 8. Comparison of different machine learning algorithms for inception voltage: (a) RMSE, (b) NRMSE, (c) MAPE, (d) R Value.
Comparing the mean and STD of the RMSE from Figure 7 to Figure 9, it can be observed that the RMSE was lowest for PSVM in all three cases. However, comparing on the basis of output parameter, it was noted that the surface resistance RMSE was lowest followed by flashover voltage and inception voltage in all cases, except ANN. The NRMSE comparison shows that PSVM showed better performance for all machine learning algorithms and output parameters. However, in contrast to RMSE, NRMSE was noted to be low for flashover voltage as compared to inception voltage and surface resistance. Similar to RMSE and NRMSE, MAPE was lower in the case of PSVM when compared to other machine learning algorithms. The results obtained for $R$ value showed that ANN had the lowest $R$ values for all flashover parameters as compared to other techniques. However, the overall results showed that the $R$ values obtained for flashover voltage were higher than inception voltage and surface resistance in all cases, except ANN. Furthermore, the computational complexity of the machine learning algorithms was also evaluated using MATLAB R2019b on a PC with a 2.90 GHz processor and 8.0 GB memory. The computational times for ANN, PSVM, GSVM, DT and LSBE were 1.47, 0.06, 0.03, 0.05 and 0.58 s, respectively. Based on the computational time, it was noted that GSVM outperformed all other machine learning algorithms.

These results highlight that the prediction performance of PSVM and LSBE was better when compared to the other machine learning algorithms based on the accuracy metrics. However, in terms of computational complexity, GSVM performed better followed by PSVM and DT, while ANN had the highest computational complexity. All test parameters indicated that the machine learning schemes provided results that were close to actual values, and hence, a machine learning algorithm such as PSVM may be employed for predicting flashover parameters of high voltage insulators. It was also observed from the obtained results that selecting the best machine learning algorithm was mainly dependent on the type of performance evaluation metric and the flashover parameter. For example, LSBE showed better performance than GSVM for inception voltage and flashover voltage, but GSVM
outperformed LSBE in the case of surface resistance. It is therefore recommended to use multiple performance metrics while choosing the best machine learning algorithm for a specific application. The proposed machine learning algorithms were effectively applied to lab data utilised in this paper. It is anticipated that the methodology should be effective for field insulator data, but this requires validation on captured field datasets. Obtaining a large workable dataset from a field environment is always a challenge; therefore, bootstrapping may also be used to effectively increase the sample space for these datasets.

7. Conclusions

Flashover is one of the major causes of insulation failure in outdoor environments. This paper presents machine learning algorithms for predicting flashover parameters of HTV silicone rubber insulators under varying environmental and polluted conditions. Five different types of machine learning algorithms were used, and the performance of each algorithm was tested on a set of criteria. It was observed from the obtained results that machine learning can be effectively utilised to predict the flashover performance of outdoor high voltage insulation under humid and contaminated conditions. Additionally, it was concluded that the performance of machine learning algorithms depends on the size of the training set as well as the flashover parameter chosen for prediction. The prediction performance of all machine learning algorithms was better for surface resistance as compared to inception and flashover voltage. It was also concluded that PSVM outperformed the other four algorithms in all cases. This model can be effectively used to predict the flashover parameters of outdoor insulators under varying environmental and polluted conditions. This will also help asset managers and utility engineers in the selection of outdoor insulators for contaminated conditions, as well as in the ability to predict when flashover performance may start to be an issue.
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Appendix A

Table A1 shows the experimental data used to train the machine learning algorithms.

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>Humidity (%)</th>
<th>NSDD (mg/cm²)</th>
<th>ESDD (mg/cm²)</th>
<th>SR(Mohm/cm)</th>
<th>IV(kV)</th>
<th>FV(kV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>70</td>
<td>0.75</td>
<td>0.05</td>
<td>0.33</td>
<td>8.35</td>
<td>11.9</td>
</tr>
<tr>
<td>5</td>
<td>70</td>
<td>0.75</td>
<td>0.1</td>
<td>0.285</td>
<td>6.3</td>
<td>10.7</td>
</tr>
<tr>
<td>5</td>
<td>70</td>
<td>0.75</td>
<td>0.2</td>
<td>0.247</td>
<td>5.16</td>
<td>8.1</td>
</tr>
<tr>
<td>5</td>
<td>70</td>
<td>0.75</td>
<td>0.4</td>
<td>0.2</td>
<td>4.2</td>
<td>5.6</td>
</tr>
<tr>
<td>10</td>
<td>70</td>
<td>0.75</td>
<td>0.05</td>
<td>0.323</td>
<td>8.1</td>
<td>11.45</td>
</tr>
<tr>
<td>10</td>
<td>70</td>
<td>0.75</td>
<td>0.1</td>
<td>0.28</td>
<td>6.2</td>
<td>10.3</td>
</tr>
<tr>
<td>10</td>
<td>70</td>
<td>0.75</td>
<td>0.2</td>
<td>0.24</td>
<td>5</td>
<td>7.56</td>
</tr>
<tr>
<td>10</td>
<td>70</td>
<td>0.75</td>
<td>0.4</td>
<td>0.19</td>
<td>4</td>
<td>5.4</td>
</tr>
<tr>
<td>15</td>
<td>70</td>
<td>0.75</td>
<td>0.05</td>
<td>0.317</td>
<td>7.9</td>
<td>10.8</td>
</tr>
<tr>
<td>15</td>
<td>70</td>
<td>0.75</td>
<td>0.1</td>
<td>0.273</td>
<td>6.02</td>
<td>9.83</td>
</tr>
<tr>
<td>15</td>
<td>70</td>
<td>0.75</td>
<td>0.2</td>
<td>0.231</td>
<td>4.85</td>
<td>7.31</td>
</tr>
<tr>
<td>15</td>
<td>70</td>
<td>0.75</td>
<td>0.4</td>
<td>0.179</td>
<td>3.84</td>
<td>5.12</td>
</tr>
<tr>
<td>20</td>
<td>70</td>
<td>0.75</td>
<td>0.05</td>
<td>0.31</td>
<td>7.67</td>
<td>10.6</td>
</tr>
<tr>
<td>20</td>
<td>70</td>
<td>0.75</td>
<td>0.1</td>
<td>0.268</td>
<td>5.85</td>
<td>9.39</td>
</tr>
<tr>
<td>20</td>
<td>70</td>
<td>0.75</td>
<td>0.2</td>
<td>0.225</td>
<td>4.71</td>
<td>6.8</td>
</tr>
<tr>
<td>20</td>
<td>70</td>
<td>0.75</td>
<td>0.4</td>
<td>0.172</td>
<td>3.68</td>
<td>4.75</td>
</tr>
<tr>
<td>10</td>
<td>70</td>
<td>0.1</td>
<td>0.05</td>
<td>0.392</td>
<td>11.2</td>
<td>14.3</td>
</tr>
<tr>
<td>10</td>
<td>70</td>
<td>0.1</td>
<td>0.1</td>
<td>0.386</td>
<td>9.3</td>
<td>13.5</td>
</tr>
<tr>
<td>Temperature (°C)</td>
<td>Humidity (%)</td>
<td>NSDD (mg/cm²)</td>
<td>ESDD (mg/cm²)</td>
<td>SR (Mohm/cm)</td>
<td>IV (kV)</td>
<td>FV (kV)</td>
</tr>
<tr>
<td>-----------------</td>
<td>--------------</td>
<td>---------------</td>
<td>----------------</td>
<td>--------------</td>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td>10</td>
<td>70</td>
<td>0.1</td>
<td>0.2</td>
<td>0.32</td>
<td>7.8</td>
<td>12.17</td>
</tr>
<tr>
<td>10</td>
<td>70</td>
<td>0.1</td>
<td>0.4</td>
<td>0.27</td>
<td>6.65</td>
<td>10.1</td>
</tr>
<tr>
<td>10</td>
<td>70</td>
<td>0.3</td>
<td>0.05</td>
<td>0.37</td>
<td>10.2</td>
<td>13.38</td>
</tr>
<tr>
<td>10</td>
<td>70</td>
<td>0.3</td>
<td>0.1</td>
<td>0.33</td>
<td>8.12</td>
<td>12.64</td>
</tr>
<tr>
<td>10</td>
<td>70</td>
<td>0.3</td>
<td>0.2</td>
<td>0.29</td>
<td>6.9</td>
<td>11.3</td>
</tr>
<tr>
<td>10</td>
<td>70</td>
<td>0.3</td>
<td>0.4</td>
<td>0.25</td>
<td>5.8</td>
<td>8.86</td>
</tr>
<tr>
<td>10</td>
<td>70</td>
<td>0.5</td>
<td>0.05</td>
<td>0.351</td>
<td>9.15</td>
<td>12.52</td>
</tr>
<tr>
<td>10</td>
<td>70</td>
<td>0.5</td>
<td>0.1</td>
<td>0.31</td>
<td>7.35</td>
<td>11.38</td>
</tr>
<tr>
<td>10</td>
<td>70</td>
<td>0.5</td>
<td>0.2</td>
<td>0.268</td>
<td>6.1</td>
<td>10.2</td>
</tr>
<tr>
<td>10</td>
<td>70</td>
<td>0.5</td>
<td>0.4</td>
<td>0.22</td>
<td>5.05</td>
<td>7.8</td>
</tr>
<tr>
<td>10</td>
<td>70</td>
<td>0.75</td>
<td>0.05</td>
<td>0.323</td>
<td>8.1</td>
<td>11.45</td>
</tr>
<tr>
<td>10</td>
<td>70</td>
<td>0.75</td>
<td>0.1</td>
<td>0.28</td>
<td>6.2</td>
<td>10.3</td>
</tr>
<tr>
<td>10</td>
<td>70</td>
<td>0.75</td>
<td>0.2</td>
<td>0.24</td>
<td>5</td>
<td>7.5</td>
</tr>
<tr>
<td>10</td>
<td>70</td>
<td>0.75</td>
<td>0.4</td>
<td>0.19</td>
<td>4</td>
<td>5.4</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>0.75</td>
<td>0.05</td>
<td>0.35</td>
<td>8.5</td>
<td>11.45</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>0.75</td>
<td>0.1</td>
<td>0.31</td>
<td>6.45</td>
<td>10.3</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>0.75</td>
<td>0.2</td>
<td>0.261</td>
<td>5.2</td>
<td>7.56</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>0.75</td>
<td>0.4</td>
<td>0.215</td>
<td>4.2</td>
<td>5.4</td>
</tr>
<tr>
<td>10</td>
<td>70</td>
<td>0.75</td>
<td>0.05</td>
<td>0.323</td>
<td>7.9</td>
<td>10.82</td>
</tr>
<tr>
<td>10</td>
<td>70</td>
<td>0.75</td>
<td>0.1</td>
<td>0.28</td>
<td>5.8</td>
<td>9.66</td>
</tr>
<tr>
<td>10</td>
<td>70</td>
<td>0.75</td>
<td>0.2</td>
<td>0.24</td>
<td>4.75</td>
<td>7.45</td>
</tr>
<tr>
<td>10</td>
<td>70</td>
<td>0.75</td>
<td>0.4</td>
<td>0.19</td>
<td>3.87</td>
<td>4.86</td>
</tr>
<tr>
<td>10</td>
<td>90</td>
<td>0.75</td>
<td>0.05</td>
<td>0.29</td>
<td>7.1</td>
<td>10.43</td>
</tr>
<tr>
<td>10</td>
<td>90</td>
<td>0.75</td>
<td>0.1</td>
<td>0.25</td>
<td>5.3</td>
<td>9.12</td>
</tr>
<tr>
<td>10</td>
<td>90</td>
<td>0.75</td>
<td>0.2</td>
<td>0.206</td>
<td>4.2</td>
<td>6.38</td>
</tr>
<tr>
<td>10</td>
<td>90</td>
<td>0.75</td>
<td>0.4</td>
<td>0.167</td>
<td>3.4</td>
<td>4.7</td>
</tr>
</tbody>
</table>
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