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Abstract

Vessels can operate in unpredictable environments depending on the geographical area and weather conditions. One example of conditions a vessel might not be assessed against is the presence of depth-varying currents, which are particularly relevant in confined waters where currents can be created due to tidal influences, or short fetches in inland waterways. The possible presence of depth-varying currents motivates a numerical assessment of the effects of sheared currents on the hydrodynamic performance of the KRISO container ship (KCS) in confined waters. The results highlight that exploiting currents, such as those generated by tides should be used to improve the energy efficiency of vessels considerably. These currents present significant possibilities for voyage optimisation based on geographical and meteorological conditions. The results specific for the KRISO container ship point to significant resistance reductions when the current assists ship motions, accompanied by considerable decreases in sinkage and trim. Conversely, when currents oppose ship motion, resistance, sinkage and trim can increase by a factor of 3 depending on the strength and shape of the depth-varying current. The results also show that a current with constant vorticity, a case frequently used in the literature to investigate the impact of sheared currents, creates the biggest increase and decrease for inhibiting and assisting currents, respectively.
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1. Introduction

The study of ship resistance is a rich and diverse field, comprising a multitude of methods and approaches. In recent years, Reynolds Averaged Navier-Stokes (RANS) methods have emerged as the dominant approach in the field. The advent of such methods has allowed virtually every conceivable aspect of numerical ship resistance prediction to be investigated with the aim to understand a ship’s operational performance and the conditions it may be subject to (De Luca et al., 2016; Elsherbiny et al., 2019; Kok et al., 2020; Mucha et al., 2016; Terziev et al., 2019).

It is of critical importance to accurately model the environmental conditions a ship will sail in. Otherwise, the performance of the ship will be misrepresented at the design stage, potentially leading to the ship’s inability to satisfy contractual obligations. An area of interest from a hydrodynamic perspective is the impact of shear currents, that is, depth-varying currents, on ship performance. Ekman (1905)
showed the oceanic surface moves along spiral motions, suggesting vessels are almost always subjected to a current. Such currents can also be generated as a result of tidal action in shallow seas or long canals. Alternatively, the natural flow or rivers, or the short fetch of many inland waterways may be responsible for the creation of currents. Vessels operating in confined waterways subject to tidal influences may optimise the departure and arrival time based on the tide to enhance energy efficiency presenting new opportunities for scheduling optimisation. To the best of the authors’ knowledge, such effects have not been investigated previously.

The work presented here aims to investigate the influence of sheared currents on ship hydrodynamics in confined water using the commercially available Computational Fluid Dynamics (CFD) solver, Star-CCM+, version 15.06.007. Making use of a RANS approach has several benefits. Specifically, RANS methods are fully non-linear and include viscous effects within the solution, which allows one to obtain a useful estimate of the total resistance change when compared to still water.

The remainder of the work is organised as follows. The next section details the background and past research on sheared currents and ship hydrodynamics in confined water. Then, the numerical set up and case studies are detailed. Following this, an example case is validated against available experimental results. Additionally, a number of case studies are presented to investigate the importance of sheared currents. Finally, conclusions and recommendations for future work are given in the last section.

2. Background

Historically, the study of wave-current interactions has been motivated by the resulting modifications to ocean wave spectra (Skop and Leipold, 1988; Yoshida, 1952). These in turn influence the design of offshore and coastal structures (Skop, 1987). A plethora of studies have examined such phenomena, but Ekman (1905) appears to have ignited interest in the field by showing that the oceanic surface follows a spiral motion.

Thompson (1949) showed the dispersion relation of a case where waves interact with a current may be found using the kinematic surface condition at the water surface. Around the same time, Abdullah (1949) found the dispersion relation of waves interacting with an exponentially varying current. Burns (1953) obtained an integral expression describing the dispersion relation. In an appendix to Burns’ (1953) work, Lighthill presented results including the effect of surface tension for a case where the depth-varying current changes according to a 1/7 power law. The same case was examined by Hunt (1955), who abandoned the long wave theory used by earlier researchers in favour of a more general set-up.
Early studies into wave-current interactions showed that waves may be stopped, or wave breaking may be induced by a current. Such studies are reported by, for example, Taylor (1955), who studied the effect of the bubble-generated current on waves and its wave stopping ability motivated by Evans' (1956) experimental work.

Longuet-Higgins and Stewart (1960) carried out an evaluation of Stokes waves to second order, modifying Unna's (1947) formations. According to Peregrine (1976), Longuet-Higgins and Stewart (1960, 1961) were first to give an adequate theoretical framework of waves propagating over a current. They introduced the concept of radiation stress (and corresponding radiation stress tensor), which describes the additional momentum flux generated by the presence of waves on a current. In a series of papers, Longuet-Higgins and Stewart (1960, 1961, 1962) fully analysed wave-current interactions. Subsequently, a summary paper was presented (Longuet-Higgins and Stewart, 1964), where the method was extended to capillary effects.

Bretherton and Garret (1968) demonstrated that changes in linear, irrotational wave amplitude and corresponding energy along a ray can be computed through the conservation of wave action. Crapper (1972) compared the linear method of Longuet-Higgins and Stewart (1960, 1961, 1962) with his non-linear formulation and that found lesser rates of wave amplitude growth are predicted as a result of including higher order terms. A further investigation on non-linear waves on a current was performed by Holliday (1973), who found that finite wave amplitude effects are stronger for gravity waves. He also showed that Gargett and Hughes' (1972) “wave barrier" problem is overcome by considering the aforementioned effects in a non-linear framework.

Up to this point, studies investigating the general case of free waves propagating over a current were reviewed. It is now useful to introduce the vorticity parameter ($S$) and shift focus to ship-generated waves investigations. In linear shear currents, or equivalently, currents of constant vorticity, the flow may be described as shown in Eq. (1).

$$U(d) = U_0 + S(d - h)$$

(1)

Where $U(d)$ is the depth-varying flow velocity in m/s, $U_0$ is the velocity at the water surface in m/s, $S = U_0/h$ with $h$ being the water depth measured in m$^{-1}$, $d$ is the wall distance in m. This nomenclature partially is adopted from Ellingsen and Brevik (2014). The reasons of using of the wall distance are explained in the following section.

To the best of the authors’ knowledge, Tatinclaux (1970) was first to investigate the effects of vorticity on ship waves in deep waters, focussing on the wake generated by the ship rather than a background current. Specifically, Tatinclaux (1970) studied the effect of the accelerated mass of water a ship pulls along its track on the generation of
waves from the ship’s stern, which acts like a sheared current. By showing that the stern is a weaker source of waves due to the current it operates in, Tatinclaux (1970) motivated Peregrine (1971) to derive a relationship between the wavelengths produced by the stern in the wake-induced flow and the bow diverging wave system.

Around the same time, Beck (1971) considered the problem of a ship’s wake as a region with vorticity. The approach used by Beck (1971) allowed the aforementioned region to retain the action of viscosity in the linear thin-ship mathematical framework used. In contrast to Beck’s (1971) approach of distributing vortex sheets in the wake, Brard (1970) and Tatinclaux (1970) used a continuous distribution of vorticity in the wake. The main finding from Beck’s (1971) work is that a wake-wake interaction term (in the absence of a background current) can have an either positive or negative effect on a ship’s wave resistance, where it may contribute up to about 10% to the wave resistance force on a ship.

While the abovementioned studies contributed significantly to the understanding of ship resistance, the effect of a background sheared current on ship hydrodynamics was not modelled. In fact, to the best of the authors’ knowledge, this was only done recently for deep and shallow water cases (Aalvik, 2019; Benzaquen et al., 2014; Ellingsen, 2014; Li et al., 2019; Li and Ellingsen, 2016a, 2016b). Some interesting findings from these recent studies include that a ship’s resistance may differ by a factor of 3 depending on whether the current is assisting or inhibiting ship motion. Ellingsen (2014) solved the linear ship wave problem in deep waters, showing that a shear current acting on the wave system can alter the Kelvin wake angle depending on the current strength and direction relative to the vessel’s. Ellingsen and Brevik (2014) developed a two-dimensional theory of waves propagating on flow of uniform vorticity, while Li and Ellingsen (2016a) performed the first wave resistance calculations for a ship advancing atop a sheared current. Li et al. (2019) devised a mathematical theory to obtain the transient wave resistance of a vessel using the current from the Colombia river as a benchmark. Aalvik (2019) explored how the speed and depth affect the mathematical representation of a hull as a pressure distribution in calm water and when subject to a depth-varying current.

As demonstrated in this section, the importance of vorticity on ship waves has been recognised by many researchers. It is now appropriate to shift focus to Navier-Stokes-based investigations of ship hydrodynamics in shallow and confined water.

Tabaczk (2008) used the Fluent solver to model the resistance of a barge in depth-to-draught ratios of 1.176 to 2. Satisfactory agreement was found between numerical results and experimental data. The error was generally shown to increase with speed in the shallowest case at a faster rate than in deeper water. Castiglione et al. (2014) investigated shallow water effects on the interference of a catamaran in shallow water.
depth-to-draught ratios between 8.2 and 2 at subcritical and supercritical speeds. The findings of Castiglione et al. (2014) include that shallow water intensifies the interference effect with respect to deep water, causing increased resistance. Here, subcritical speeds refer to cases when the depth Froude number is smaller than 1 (\(\text{Fr}_h = \frac{U}{\sqrt{g h}} < 1\), where \(U\) is the ship speed in m/s, \(g\) is the gravitational acceleration, and \(h\) is the water depth in m).

Chun et al. (2001), Sakamoto et al. (2007), and Prakash and Chandra (2013) studied the differences in flow and resistance induced by shallow water. They found significant variations in all parameters induced by changes in the water depth or the depth-to-draught ratio. More recently, Rotteveel et al. (2017) showed that propulsive power requirements in shallow water can be decreased at the cost of increased propulsion power requirements in deep water, indicating at the varying flow physics governing each case. Razgallah et al. (2018) modelled the impact of free surface modelling on hydrodynamic forces of a vessel in shallow water. Findings from the aforementioned study indicate that free surface modelling becomes important and should not be neglected at a drift angle of no more than 3°. Similarly, with increasing speed, the importance of modelling the free surface increases.

Zeng et al. (2018) modified the ITTC57 line in an attempt to account for shallow water effects. Then, Zeng et al. (2019) presented shallow water friction lines for three hulls based on viscous resistance data obtained from CFD. Terziev et al. (2021) used the modified friction line given by Zeng et al. (2019) for the KCS and compared results in a canal, finding that some difference due to the confined width is present.

Mucha et al. (2016) carried out numerical validation exercises on shallow water performance and ship-bank interaction of three benchmark vessels, a subject also studied by Yao et al. (2011). Mucha et al. (2016) compared numerical results to experimental data, predictions from slender-body flow theory (Tuck, 1966), and a Rankine source method (Söding et al., 2012; Graefe et al., 2015). The key outcome of the work carried out by Mucha et al. (2016) is that all methods are generally capable of predicting ship hydrodynamics in confined water well. In very shallow water, the RANS solution exhibited turbulence and near-wall modelling dependence. Terziev et al. (2020) compared widely used turbulence models as applied to confined water cases, where it was identified that for low \(y^+\) meshes, the \(k-\omega\) model was the best choice for resistance, sinkage, and trim.

More recently, Bechthold and Kastens (2020) investigated the ability of a URANS method to model ship squat at depth-to-draught ratios smaller than 1.2. They found that although sinkage was predicted with good accuracy in almost all cases, a systematic overprediction of trim was present in the numerical results when compared to experimental data.
Although numerous studies investigate ship hydrodynamics in confined waters, to the best of the authors’ knowledge no study has performed a RANS-based assessment of sheared current effects on ship performance. This paper aims to fill this gap in the literature by performing a study on the effects of sheared currents on ship hydrodynamics, with focus on calm, confined water resistance.

3. Case studies

This section provides information on the selected case studies and ship geometry. To begin with, a set of case studies are performed in the absence of a sheared current. This is done to enable a validation and verification exercise using the experimental data of Elsherbiny et al. (2019). Following the comparison with the experiment, a set of sheared currents are incorporated within the simulation on the same set-up (explained in the following section). It should be noted that the experimental data of Elsherbiny et al. (2019) used for validation purposes do not contain the effect of a depth-varying current. The particulars of the ship, the KRISO container ship (KCS) used in the experiment of Elsherbiny et al. (2019) and in the numerical simulations performed herein are given in Table 1.

Table 1. Principal dimensions of the KCS model.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scale factor</td>
<td>$\lambda$</td>
<td>75</td>
<td>-</td>
</tr>
<tr>
<td>Length</td>
<td>$L$</td>
<td>3.067</td>
<td>m</td>
</tr>
<tr>
<td>Beam</td>
<td>$B$</td>
<td>0.429</td>
<td>m</td>
</tr>
<tr>
<td>Draught</td>
<td>$T$</td>
<td>0.144</td>
<td>m</td>
</tr>
<tr>
<td>Depth</td>
<td>$D$</td>
<td>0.253</td>
<td>m</td>
</tr>
<tr>
<td>Block coefficient</td>
<td>$C_B$</td>
<td>0.651</td>
<td>-</td>
</tr>
<tr>
<td>Wetted area</td>
<td>$S$</td>
<td>1.694</td>
<td>m$^2$</td>
</tr>
<tr>
<td>Depth Froude numbers tested</td>
<td>$F_{rh}$</td>
<td>0.303$^1$, 0.47</td>
<td>-</td>
</tr>
<tr>
<td>Depth-to-draught ratio</td>
<td>$h/T$</td>
<td>2.22</td>
<td>-</td>
</tr>
</tbody>
</table>

The conditions under which the KCS is tested also follow the work of Elsherbiny et al. (2019). Once the validation and verification exercise is performed for the selected speed without a shear current, a set of sheared currents are included in the computational environment. The first current type is given by Eq. (1) (linear current, or constant vorticity, $S$), the second takes a $1/7$th power law shape, as shown in Eq. (2), while the third type of current has an exponential form, given in Eq. (3), adapted from Ellingsen and Li (2017):

$$U(d) = U_0(d/h)^{1/7}$$  

\[1\] Chosen for validation and verification.
\[ U(d) = \alpha \sqrt{gh} \exp(20d/h) \]

where \( d \) is the wall distance, and \( \alpha \) is a constant whose value is chosen to produce a current of a specific strength at the free surface. The values of \( \alpha \) for each investigated ship speed and current strength are obtained according to Eq. (4). For both depth Froude numbers investigated, \( U_0 \) is set to 30\%, 20\%, and 10\% of the ship speed, resulting in the test matrix given in Table 2.

\[
\alpha = F_h U_0 / U_{ship}
\]

Table 2. Case studies modelled using CFD

<table>
<thead>
<tr>
<th>Current</th>
<th>Equation number</th>
<th>( U_0/U_{ship} )</th>
<th>( F_h )</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>-</td>
<td>0.1</td>
<td>0</td>
</tr>
<tr>
<td>Linear</td>
<td>Eq. (1)</td>
<td>0.2</td>
<td>0.3</td>
</tr>
<tr>
<td>1/7 power law</td>
<td>Eq. (2)</td>
<td>0.1</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>0.3</td>
</tr>
<tr>
<td>Exponential</td>
<td>Eq. (3)</td>
<td>0.1</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>0.3</td>
</tr>
<tr>
<td>None</td>
<td>-</td>
<td>0.1</td>
<td>0</td>
</tr>
<tr>
<td>Linear</td>
<td>Eq. (1)</td>
<td>0.2</td>
<td>0.3</td>
</tr>
<tr>
<td>1/7 power law</td>
<td>Eq. (2)</td>
<td>0.1</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>0.3</td>
</tr>
<tr>
<td>Exponential</td>
<td>Eq. (3)</td>
<td>0.1</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>0.3</td>
</tr>
</tbody>
</table>

The current profile described by Eq. (2) is realistic for cases where tidal influences or natural river flow has caused the current. On the other hand, Eq. (1) and Eq. (3) may be more representative of cases where the current is wind driven if the fetch of a waterway is insufficient to generate wind waves. In all cases, \( U_0/U_{ship} \) determines the flow velocity at the free surface, allowing an assessment of the effect of a change in the depth-varying shape of the current. The wall distance is used in all cases to enable the flow to vary not only from the canal bottom, but also from the canal side.
To determine the potential for reduction in resistance as a result of assisting currents, the case studies include both inhibiting currents and assisting currents. The current is superposed onto the flow velocity of the vessel, as described in the following sections.

Other experimental datasets in shallow or confined water may be found in Eloot et al. (2016) Zwijnsvoorde et al. (2018) for the Duisburg container carrier. Validation research on such data was conducted by Mucha et al. (2016). The vessel chosen for the present investigation has also been subject to experimental investigations, such as that presented by Choi et al. (2019).

4. Methodology

Up to this point, this work has focused on the background to the study. This section will provide details on the chosen methodology and its implementation.

The numerical environment

As stated in the introduction, the commercially available CFD solver, Star-CCM+, version 15.02.006 is employed. The solver makes use of a finite volume method which relies on the integral form of the governing equations and subdivides the computational domain into a finite number of adjoining cells.

The turbulence model chosen for this work is the standard \(k-\omega\) Wilcox model (Wilcox, 2008) as implemented in the CFD solver (Siemens, 2018). The \(k-\omega\) model is chosen based on results shown in Terziev et al. (2020), where the model’s accuracy was investigated for problems similar to those examined herein. Moreover, the \(k-\omega\) model was shown to be up to 16% more computationally efficient in terms of time per iteration when compared to other 2-equation eddy-viscosity turbulence models (Terziev et al., 2020). To ensure accurate representation of turbulent properties, all discretisation terms are set to second order accuracy.

4.1.1 Computational domain

The current sub-section contains detailed information pertaining to the dimension, boundary conditions and motion of the computational domain.

The computational domain is created according to accepted norms and recommendations of the International Towing Tank Conference (ITTC, 2014). To ensure that boundaries located in upstream and downstream of the ship do not influence the solution, they are placed at 2.5 ship lengths from the nearest perpendicular (forward and aft perpendicular, respectively). The total length of the computational domain is therefore 6 ship lengths (\(L = 3.067\) m). The lateral distance from the ship centreline to the side boundary is dictated by the experiment (Elsherbiny et al., 2019), namely 2.3m. The water depth is kept constant, equal to 0.32m, also set to
match the experiment in all cases. Half of the domain is modelled to reduce the computational resources used, therefore, a symmetry plane is placed coincident with the ship and canal centreline. Finally, the domain top is placed 1.5 ship lengths from the undisturbed free surface in the $z$ direction as shown in Figure 1.

**Boundary conditions**

It is of critical importance to ensure that boundary conditions reflect the physics which a simulation attempts to approximate. In all cases, the domain bottom and side boundary conditions are set as no-slip walls. The vessel remains stationary in the $x$-direction, while the fluid is prescribed a velocity equal and opposite to that of the hull in the experiment. The ship velocity is also applied to the side and bottom boundaries so that in the ship’s frame of reference, the fluid and domain walls move downstream. Velocity inlet and pressure outlet conditions are imposed on the upstream and downstream boundaries, respectively.

The inlet boundary introduces the prescribed current in addition to the ship velocity, while the outlet maintains the hydrostatic pressure to prevent backflow. To accelerate the convergence of the results numerical damping is applied, extending a distance equal to one ship length in the boundary normal direction. Numerical damping is only applied to the outlet and inlet boundaries to prevent interference with the physics of the solution. The resulting computational domain and boundary conditions are depicted in Figure 1.

![Figure 1. Computational domain and boundary conditions for all cases ($L = 3.067$ m).](image)

**4.1.2 Mesh generation**

The computational mesh is generated within the automatic facilities of Star-CCM+. A set of refinements around the free surface and vicinity of the ship are implemented to ensure an accurate representation of the physical phenomena. It should be noted that grid properties do not change across the examined case studies.
Near-wall mesh

The generation of a suitable mesh at no-slip boundaries is of critical importance to obtain an accurate value for the resistance of a ship. In all cases, a high $y^+$ strategy is adopted, where $y^+$ is in the range 30-110 depending on the value of $Fr_h$ and $U_0$. Visual representations of computational mesh are shown in Figure 2, while total cell numbers were approximately 4,770,598.

4.1.1 Time step selection

To ensure the solution is re-recreated well within the virtual environment of Star-CCM+, one must ensure an adequate time step is chosen. Temporal discretisation is set to 1st accuracy for all simulations. The value of the time step is set to $\Delta t = 0.0035L/U_c$ following Terziev et al. (2018), where $U_c$ is the maximum velocity. The maximum velocity is located either at the free surface ($U_c = U_{ship} + U_{current}$) when the current is inhibiting ship motion, or at the canal bottom when the current is assisting ship motion ($U_c = U_{ship}$). Adopting this methodology guarantees the time step will be no smaller than the case used in the validation exercise described later.

![Figure 2. Depictions of the generated mesh.](image)

4.1.1 Modelling sinkage and trim

To model ship sinkage and trim and to detect changes induced by the varying currents, a morphing mesh is imposed in conjunction with the Dynamic Fluid-Body Interaction (DFBI) module of Star-CCM+. At each time step, the DFBI technique computes the forces and moments acting on the hull and adjusts the position of the hull accordingly. The vessel is prevented from morphing the surrounding mesh during the first 5 seconds of the computational solution to allow the disturbance...
originating from the impulsive start of the simulation to partially decay and accelerate convergence.

4.1.2 Stopping criteria

To ensure all simulations have achieved adequate convergence, a set of stopping criteria are imposed. A minimum of 250 seconds of physical time is allowed to elapse before stopping the solution. Once this criterion is satisfied, iterative convergence is checked to ensure the resistance time-history is stable and exhibits unsteadiness below 0.1%. This is coupled with an examination of the residuals which are required to reduce by no less than 3 orders of magnitude before a simulation is judged as converged. In all cases, residuals reduced to at least of $-10^4$.

Shear current modelling

When introducing the current within the computational solution it is important to ensure that the depth-dependent shear is modelled correctly and that the correct shape is preserved throughout the virtual towing tank. The purpose of this section is to investigate the performance of the chosen set up by using the numerical environment described above.

As mentioned in the literature review, the presence of the hull creates its own vorticity, so an assessment without that disturbance is necessary. The influence of the vessel is eliminated by removing the ship geometry from the domain while maintain all other mesh and time step characteristics and allowing 2.5 residence times to elapse before comparing the target and achieved shear current shapes. The flow velocity is in all cases chosen as the smallest value of the surface current or the vessel speed. The location chosen to sample the velocity field at the end this simulation (2.5 residence times) is coincident with where the aft perpendicular would be located, that is, 3.5 ship lengths from the inlet boundary.

The flow is introduced in the negative $x$ direction in the case when there is no shear with a constant magnitude, i.e. the flow does not change with distance from the canal wall. Two variations of the current are modelled for each current shape and shear: one assisting ship motion ($U = U_{\text{ship}} - U(z)$), and one inhibiting ship motions ($U = U_{\text{ship}} + U(z)$). The resulting current shapes and strengths are shown in Figure 3. The deviations between the target current shapes and strengths listed in Eq. (1), Eq. (2), Eq. (3), and Table 2 are only appreciable near the canal and very close to the water surface. The biggest disagreements are apparent for the $1/7$ power law, but since these are located $1 \ h/T$ units from the vessel, the disagreement is deemed acceptable.
Figure 3. Current shape and strength and comparison with target equations (Eq. (1), Eq. (2), Eq. (3)). Red: linear current; blue: 1/7 power law currents; black: exponential currents. Dashed lines indicate the target current shapes, while the solid lines indicate the achieved current shape and strength. The data shown is obtained for $Fr_h = 0.303$ ($U_{ship} = 0.537$ m/s). Assisting currents are located to the left of $U_{ship}$, while inhibiting currents are shown to the right of $U_{ship}$.

5. Validation and verification

An estimate of the uncertainty stemming from the mapping of the continuous partial differential governing equations onto discrete intervals in space and time is a key requirement for any numerical work (ASME (American Society of Mechanical Engineers), 2009). To obtain such an estimate, the grid and time step are systematically coarsened by some constant parameter, known as the refinement ratio ($r$). This gives rise to the fine, medium, and coarse solutions. To obtain the uncertainty, one first performs a verification study, followed by a validation exercise.

The result of the verification exercise is a symmetrical band around the fine solution (the solution obtained using the grid and time step described previously). In this study, these are obtained by systematically coarsening the grid by a factor of $r = \sqrt{2}$ as recommended by the ITTC (2008). While coarsening the grid, the Courant number is maintained following the recommendations of Burmester et al. (2020), meaning that the grid and time step are multiplied by the same refinement factor to produce the medium and coarse solution. Once the three simulation results are obtained, the first step is to obtain the difference between the medium-fine and coarse-medium solutions, as shown in Eq. (5) and Eq. (6):

$$\varepsilon_{21} = S_2 - S_1$$  \hspace{1cm} (5)
\[ \varepsilon_{32} = S_3 - S_2 \]  

(6)

where \( S_1, S_2, S_3 \) indicate the fine, medium, and coarse solution, respectively. The values obtained from Eq. (5) and Eq. (6) are then used to predict how the solution approaches the asymptotic range through the convergence ratio:

\[ R = \frac{\varepsilon_{21}}{\varepsilon_{32}} \]  

(7)

The value of the convergence ratio dictates if the solution exhibits monotonic convergence \((0 < R < 1)\), oscillatory convergence \((-1 < R < 0)\), or divergence \(|R| > 1\). In coarsening the grid, the medium and coarse solution were composed of approximately 2,255,626 and 1,126,626, respectively. The observed order of accuracy, an indication of the solution’s proximity to the asymptotic range, with the theoretical value \( p_t = 2 \), is given by:

\[ p = \frac{1}{\ln(r_{21})} \ln |\varepsilon_{32}/\varepsilon_{21}| + q(p), \]  

(8)

\[ q(p) = \ln \left( \frac{r_{21}^{p-2} - s}{r_{32}^{p-2} - s} \right) \]  

(9)

and

\[ s = \text{sgn} \left( \frac{\varepsilon_{32}}{\varepsilon_{21}} \right), \]  

(10)

where \( r_{21} = r_{32} = \sqrt{2} \), making \( q(p) = 0 \). When the order of accuracy is known, the so-called Grid Convergence Index (GCI) is estimated through (Celik et al., 2008):

\[ GCI = 1.25 \left| \frac{S_1 - S_2}{S_1} \right| / (r_{21}^p - 1) \]  

(11)

Once the uncertainty estimate is obtained, the validation uncertainty can be estimated, which consists of a root sum of the GCI and experimental uncertainty (Validation uncertainty = \( \sqrt{GCI^2 + EFD_{\text{uncertainty}}^2} \)). According to Elsherbiny et al. (2019), while the experimental uncertainty is different for resistance, sinkage, and trim, it also depends on the speed. The aforementioned authors specify that low speed uncertainty is 2.2% for resistance and 90% for sinkage and trim because of the relatively small values measured in the experiment (in the range of 1 mm – 2 mm), meaning that the values of interest cannot be measured reliably. On the other hand, when the speed is high, the resistance uncertainty is 0.79%, the sinkage uncertainty is 3.47%, and the trim uncertainty is 4.46%. Since Elsherbiny et al. (2019) did not specify which depth Froude number should be taken as a cut-off to distinguish between low and high speeds, a validation assessment is made using both categories of uncertainty. For a validation to be successful, the comparison error must be smaller than the validation uncertainty.
The results of the validation and verification exercise results are presented in Table 3. The order of accuracy in the case of resistance and sinkage is reasonably close to the theoretical order of accuracy, \( p_t \), which are also characterised by monotonic convergence. However, the trim results exhibit a behaviour consistent with oscillatory convergence, making the convergence ratio, \( R_{trim} = -0.775 \). The numerical model shows excellent accuracy in the case of resistance, and very good accuracy in the case of sinkage, but the trim value is underpredicted by approximately 18.7%. This deviation is deemed acceptable because of the small values making up the error (approximately 0.0038°). Based on the literature review and the results of Terziev et al. (2019), and Bechthold and Kastens (2020) it can be concluded that trim is considerably harder to predict with the same accuracy possible for sinkage and resistance. The latter two parameters are validated in both the low and high uncertainty cases, exhibiting a discretisation uncertainty of 0.961% and 2.836%, respectively. On the other hand, the trim exhibits a discretisation uncertainty of 0.73% and is only validated in the low speed case, where the validation uncertainty is approximately 90%.

Table 3. Results from validation and verification study for \( Fr_h = 0.303 \). Validation and verification was performed with no shear current present.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Property</th>
<th>Resistance</th>
<th>Sinkage</th>
<th>Trim</th>
</tr>
</thead>
<tbody>
<tr>
<td>Refinement ratio</td>
<td>( \sqrt{2} )</td>
<td>( \sqrt{2} )</td>
<td>( \sqrt{2} )</td>
<td></td>
</tr>
<tr>
<td>Fine ((S_1))</td>
<td>1.3010 N</td>
<td>0.0020 m</td>
<td>0.0182°</td>
<td></td>
</tr>
<tr>
<td>Medium ((S_2))</td>
<td>1.3141 N</td>
<td>0.0021 m</td>
<td>0.0206°</td>
<td></td>
</tr>
<tr>
<td>Coarse ((S_3))</td>
<td>1.3442 N</td>
<td>0.0023 m</td>
<td>0.0175°</td>
<td></td>
</tr>
<tr>
<td>Order of accuracy</td>
<td>2.4123</td>
<td>2.6261</td>
<td>9.094</td>
<td></td>
</tr>
<tr>
<td>Convergence ratio</td>
<td>0.4334</td>
<td>0.4025</td>
<td>-0.775</td>
<td></td>
</tr>
<tr>
<td>Convergence</td>
<td>Monotonic</td>
<td>Monotonic</td>
<td>Oscillatory</td>
<td></td>
</tr>
<tr>
<td>GCI uncertainty</td>
<td>0.961%</td>
<td>2.836%</td>
<td>0.730%</td>
<td></td>
</tr>
<tr>
<td>Experimental value</td>
<td>1.301 N</td>
<td>0.0021 m</td>
<td>0.022°</td>
<td></td>
</tr>
<tr>
<td>Comparison error</td>
<td>0.0015%</td>
<td>2.744%</td>
<td>18.700%</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>High speed experimental uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental uncertainty</td>
</tr>
<tr>
<td>Validation uncertainty</td>
</tr>
<tr>
<td><strong>Validated?</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Low speed experimental uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental uncertainty</td>
</tr>
<tr>
<td>Validation uncertainty</td>
</tr>
<tr>
<td><strong>Validated?</strong></td>
</tr>
</tbody>
</table>

6. Results and discussion

Sinkage and trim
This section presents the obtained results and discusses the findings. To begin with, sinkage data for both examined speeds (Frₜ₁ = 0.303, 0.47) are compared alongside the influence of the current shape and strength in Figure 4 for Frₜ₁ = 0.303 and Figure 5 for Frₜ₁ = 0.47. Here, negative $U₀/\bar{U}_{ship}$ values denote assisting currents.

Figure 4. Sinkage predictions and changes relative $U₀$ for all current shapes and strengths in the case of Frₜ₁ =0.303.

Figure 5. Sinkage predictions and changes relative $U₀$ for all current shapes and strengths in the case of Frₜ₁ =0.47.

Figure 4 and Figure 5 reveal that sinkage is highly sensitive to the current shape. Inhibiting currents show that for the same flow velocity at the free surface (Figure 3),
the sinkage for \( Fr_h = 0.303 \) increases by approximately 110%, while for \( Fr_h = 0.47 \) the sinkage may increase by up to approximately 170% when the current is linear. On the other hand, the 1/7 power current (Eq. (2)) can increase sinkage by no more than 59% for \( Fr_h = 0.303 \) and 79.3% for \( Fr_h = 0.47 \). Exponential currents have a comparatively negligible impact on sinkage, registering an increase of no more than 4.5% and 1.5% for the lower and higher speed, respectively.

When the current is assisting ship motion, the overall trend is reversed, but the changes relative \( U_0 \) are considerably smaller. Linear assisting currents do not reduce sinkage by more than 55.3% for the low speed examined, and 64.1% in the higher speed case. Similarly, currents following a 1/7 power law do not decrease sinkage by more than 41% and 47% in the low and high-speed cases, respectively. Finally, exponential currents have a tempered effect on sinkage, registering an increase of no more than 3% and 6%. When varying \( U_0 \) at low ship speeds, inhibiting currents tend to vary linearly whereas assisting currents follow approximately a quadratic path, as evidenced by Figure 4. With increasing speed, this pattern does not hold; Figure 5 shows that varying \( U_0/U_{ship} \) from negative to positive values tends to preserve a quadratic growth.

Figure 6. Trim predictions and changes relative \( U_0 \) for all current shapes and strengths in the case of \( Fr_h = 0.303 \).
Figure 7. Trim predictions and changes relative $U_0$ for all current shapes and strengths in the case of $Fr_h = 0.47$.

Figure 6 and Figure 7 show that trends observed for sinkage largely hold for trim (denoted $\theta$) as well. The key difference is that trim is more sensitive to the current strength, showing a maximum increase of up to 238% for linear currents, 109% for 1/7 power law currents, and 4.5% for exponential currents when $Fr_h = 0.47$. Similarly to sinkage, trim is affected less when the speed is lower across the current shapes and strengths examined. However, the previously mentioned quadratic pattern across the $U_0/U_{ship}$ range is preserved for trim is preserved better for trim than it is for sinkage even for $Fr_h = 0.303$, particularly when the current shape is linear. As pointed out in the literature review section, changes of such magnitude in resistance have been predicted by other researchers (Aalvik, 2019; Benzaquen et al., 2014; Ellingsen, 2014; Li et al., 2019; Li and Ellingsen, 2016a, 2016b).

Trim also exhibits greater sensitivity to exponential currents when compared to sinkage. For example, the CFD model predicts that sinkage can decrease between 2.5% and 6.4% when $U_0/U_{ship} = -0.3$, whereas trim decreases by up to 9.7%. Nevertheless, the magnitude of these changes is comparatively negligible when considering the changes incurred by the linear and 1/7 power law currents. The recorded increases in sinkage and trim as a result of linear inhibiting currents clearly pose a danger of grounding to a vessel and should be considered when selecting the vessel speed. It should however be noted that the sinkage and trim data shown herein were achieved by maintaining the vessel speed regardless of the strength of the current, which will clearly have implications in terms of resistance. These consequences are examined in the following sub-section.
Resistance

As was the case in sinkage and trim, resistance results are presented for each speed. The dimensional resistance data are made dimensionless by dividing the numerically recorded force by \(0.5 \rho U_{ship}^2\) (see Table 1), where \(\rho = 997.651 \text{ kg/m}^3\) is the fresh water density. The velocity of the ship is chosen as a baseline in obtaining \((U_{ship})\) dimensionless values in all cases to ensure consistency.

Figure 8. Total resistance coefficients and changes relative \(U_0\) for all current shapes and strengths in the case of \(F_{rh} = 0.303\).

Figure 9. Total resistance coefficients and changes relative \(U_0\) for all current shapes and strengths in the case of \(F_{rh} = 0.47\).
Figure 8 and Figure 9 show the total resistance coefficients ($C_T$) obtained for all cases. The results show a trend that is similar to that observed for sinkage and trim. Namely, resistance is increased the most by the linear currents despite the volume flux being lower in that case. The linear current may increase by a factor of 2.5 (approximately 150% increase) when $U_0 / U_{ship} = 0.3$ for $Fr_h = 0.47$. Therefore, it is unlikely that a ship may be able to sustain the speed over ground (equivalent to $Fr_h = 0.47, 0.303$) when the inhibiting current is strong. The exponential current once more shows a comparatively small effect regardless of whether the current is inhibiting or assisting ship motion. These trends are valid for both the $Fr_h = 0.47, 0.303$.

The sensitivity of resistance to speed appears to be stronger than in sinkage and trim based on the assisting current results of Figure 9, where approximate quadratic pattern is broken. Additionally, the reductions in resistance when the currents are assisting ship motion are higher than they are for sinkage and trim. When the depth Froude number is 0.303 ($h/T = 2.22$), the linear current can reduce the resistance by up to approximately 75% when $U_0 / U_{ship} = 0.3$. Similarly, the 1/7 power current may reduce the resistance by 47%, while the exponential current can achieve a reduction in the region of 8%. When the speed is higher, the relative differences are also higher: up to 96% for linear currents, 48% for 1/7 power currents, and 2% for exponential currents.

The above results point to the fact that significant fuel efficiency may be possible if currents are exploited to schedule ship departure and arrival where confined water subject to currents are involved. The final aspect of the solution presented is the wave fields produced by the hull, shown in Figure 10 for assisting currents and Figure 11 for inhibiting currents. Since lower speeds are more likely to be realistic in confined waterways, attention is focused to the lower depth Froude number, $Fr_h = 0.303$. The results show that assisting currents reduce the magnitude of the near-field disturbance generated by the vessel, while inhibiting currents have a magnifying effect. Linear and 1/7 power law currents also cause far-field waves to be shed from the ship.
Figure 10. Free surface patterns produced by the assisting currents for Fr_h = 0.303.

Figure 11. Free surface patterns produced by the inhibiting currents for Fr_h = 0.303.

7. Conclusion

A numerical investigation to establish the impact of sheared currents on ship hydrodynamics was performed using a commercially available URANS solver. A validation and verification exercise for a case without a shear current showed the numerical model is validated in terms of resistance, exhibiting a negligible error and a discretisation uncertainty of 0.961%. Sinkage was also validated, showing an
uncertainty of 2.836%, however, trim was only validated when the high experimental uncertainty (Elsherbiny et al., 2019) is taken into account despite exhibiting a numerical uncertainty of 0.730%.

Three depth-varying current shapes were investigated: linear, 1/7 power law, and exponential. Three current strengths, equivalent to 10%, 20%, and 30% of the ship speed were applied for inhibiting and assisting currents. Despite the differences in volume flux, the linear current showed the greatest increase in resistance, sinkage and trim of the benchmark hull in confined water when the current assists ship motion. Similarly, when the current inhibits ship motion, the linear current showed the highest increase in all parameters.

When the current is linear and assists ship motion resistance can decrease between 75% and 96% for Frh = 0.303 and Frh = 0.47, respectively. Sinkage and trim are predicted to be less sensitive to the current, decreasing by between 55% and 64%. When the linear current inhibits ship motion, the predicted increases are in the range of 100%–200% in all parameters for $U_0/U_{ship} = 0.3$, highlighting the current can have profound impacts on the energy efficiency of a hull. Similar results have been predicted by other researchers (Aalvik, 2019; Benzaquen et al., 2014; Ellingsen, 2014; Li et al., 2019; Li and Ellingsen, 2016a, 2016b). Interestingly, the exponential current showed relatively little change in comparison, with a maximum increase of 9.7% in trim. As was the case for other currents, when the exponential current assists ship motion, the relative reductions are considerably smaller, typically less than 5% for all parameters. The wave field was shown to vary considerably: the predominantly near-field disturbance generated by the hull at the low depth Froude number was shown to produce far-field waves when subjected to strong currents.

The results described above point to the possibility of significant fuel savings depending on the current shape and strength. The departure and transit times of vessels may be optimised based on local tides, or based on meteorological conditions if these are known to create currents in confined waterways with limited fetch where wind waves are typically absent. The work carried out herein can be extended by varying the water depth and canal width to estimate the effects of the geometrical properties of the waterway. Additionally, more complex current shapes can be modelled. For example, the flow direction may be changed with depth if a weak tide acts against a strong wind.
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