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mate annual increase in time-based technical availability of 0.64%. We explore the
effect of modelling assumptions on cost savings; specifically, we explore variations in
failure rate, price of electricity, number of technicians working night shift, extra staff
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Results vary quite significantly among the scenarios investigated, exemplifying the
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need to consider the question on a farm-by-farm basis.
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1 | INTRODUCTION

Offshore wind has become an attractive option for decarbonizing electricity production. As such, it is expected to contribute an increasingly sig-
nificant proportion to the world's energy mix in the coming decade. Collectively, European countries aim to increase offshore wind capacity by
89 GW.! Asian countries (most prominently China, Taiwan and Vietnam) aim for up to 100 GW by 2030.2 The US plans to increase their capacity
from a single 12 MW demonstration project to 28.1 GW.! With over 200 GW of new offshore wind capacity to be installed over the next decade,
research into cost reduction opportunities for offshore wind continues to be relevant and advantageous to the industry.

This gearshift in the scale of deployment in the industry is made possible by recent progress in lowering the cost of offshore wind farms
(OWFs). Countries in Europe have seen especially auspicious trends, with both German® and Dutch? projects placing bids for zero-subsidy funding
in recent years. In the UK, it has resulted in Contract for Difference (CfD) Allocation Round 3 strike prices announced in September 2019 which
where around 30% lower than the previous 2017 auction, ranging between £39 and £41/MWh (in 2012 prices).? This reduction has exceeded
expectations for the industry—a fact which is highlighted by considering the target levelized cost of energy (LCoE) of £100/MWh set jointly by
the UK government and industry in 2012.°
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A significant proportion of this cost can be attributed to the operations and maintenance (O&M) phase of the project, with estimates generally in
the region of 25%.% Reducing risk during this most lengthy phase of the project can lead to significant savings, a fact which has made O&M a promi-
nent area of research in the offshore wind community. Leveraging this research to reduce operating costs is one way in which to ensure financial viabil-
ity for OWFs put under pressure by competitive CfD auctions to place progressively low bids. As a result of this financial lever, operators must
continuously optimize their O&M strategy to address the unique challenges associated with maintaining offshore wind turbines. This consists of reduc-
ing turbine unavailability in the most cost-effective manner under the constraints of weather restrictions on safe access and expensive vessel charters.

This effort has been helped along by the development of O&M simulation tools of varying complexity, relating to both long-term strategy”®
and day-to-day decision making.? ® On top of this, the advent of increasingly sophisticated tools for on-site data collection, management and
analysis is becoming steadily more influential. The majority of these, however, are in the area of conditional monitoring—so much so that it now
predominates in the wider O&M research space.'**° Studies focusing directly on real-world operational data are comparatively scarce. There is a
good reason for this—such data are generally hard to come by and can be unreliable. Reder et al'® provide an insight of how this effects failure
data analysis. In particular, they highlight the following: the general lack of availability and poor quality of such data, the nonuniformity of its treat-
ment and the difficulty of augmenting reliability analyses with other data-streams. International Energy Agency (IEA) Wind task 33 also explored
this theme, summarizing that ‘there is broad industry recognition of the relevance of reliability data collection and analyses for optimizing both
profit margins and LCoE. However, the lack of standards associated with reliability data is adversely impacting industry progress in addressing reli-
ability issues’.?” These are issues which may equally be said of the operations dataset as a whole.

This study aims to fill a small but important part of the research gap. It is based on the analysis of a high-quality operations database provided
by an OWF with an advanced data management system. Specifically, the study is concerned with technician work patterns, and how these effect
wind farm performance and maintenance efficiency. The potential effect of well-planned shift patterns is significant, as responding to turbine fail-
ures in a timely manner will have a significant impact on availability. Increasing the amount of time technicians have to carry out repairs (otherwise
known as accessibility) will decrease average downtime and opportunity cost. From the point of view of the owner/operator, this means more
profits. From the point of view of the Original Equipment Manufacturer (OEM), it means a higher chance of meeting their contracted availability.
More specifically, we present a cost benefit analysis of the decision to repurpose Crew Transfer Vessels (CTVs) for corrective actions at night. This
exemplifies well the trade-off constantly undertaken at OWFs to increase profit while maintaining high standards of safety. It presents an oppor-
tunity to reduce turbine downtime and improve operational efficiency; however, it comes with the potential for increased risk for technicians.

In order to gain insight from the data set, we propose the use of a Bayesian hierarchical model (BHM). BHMs map well to the problem for
three reasons. First, a Bayesian hierarchical structure allows us to stratify the analysis of wind turbines into different operational categories. In
Section 3.3.1, we use this feature to categorize the data by month and by various types of night shift. In alternative frequentist approaches, this
might mean building separate models for each month, for which there would be insufficient samples. However, due to the influence of informative
priors on the model, we are still able to make inferences. This ability to include external domain knowledge, as described by Constantinou et al,*®
is the second reason. Indeed, we also include additional ‘outside’ knowledge of the problem via retroactive algorithms which act on the data and
inform the model on the influence of night shifts. Third, several recent studies have shown that the effect of statistical uncertainty of reliability/

21920 5 significant. The BHM has an inherent capability to handle uncertainties robustly.

maintainability variables on wind turbine availability

The rest of the paper is structured as follows. Section 2 presents a literature review of previous studies addressing night shifts (Section 2.1), a
brief justification of Bayesian modelling for analysing OWF operational data (Section 2.2) and a review of BHMs applied to offshore wind
(Section 2.3). Section 3 describes the stages of the methodology employed, with Section 3.1 describing data pre-processing, Section 3.2 covering
the construction of retrospective algorithms which explore the effects of night shifts, Section 3.3 covers Bayesian hierarchical modelling and
Section 3.4 cost-modelling assumptions. Section 4 presents the results in the form of posterior predictive distributions and a comparison of means
between night shift and non night shift posterior densities. This includes a section on posterior predictive checking (Section 4.1), on estimated
monetary savings afforded by night shifts and their sensitivity to modelling assumptions (Section 4.2), on improvements in time-based availability
afforded by night shifts (Section 4.3), a brief review of operational risk for offshore night working (Section 4.4) and a general discussion of

results (4.5). Section 5 contains concluding remarks.

2 | LITERATURE REVIEW
2.1 | Night shifts

There are two primary benefits of adopting a night shift for corrective maintenance. The first is to avoid lost production due to downtime
from turbine faults. This benefit is presumably most prevalent in months characterized by high wind speeds, where access conditions are diffi-
cult and the opportunity cost associated with unplanned downtime is high. There may also, however, be an indirect cost associated with

|21

spreading resources and avoiding redundancy, as noted by Dalgic et al.“*—a benefit which depends largely on the planning and foresight of

the operator.
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There are a few studies which address 24/7 working in the literature. Night shifts have been analysed using the StrathOW-OM cost-
modelling tool, 2! Besnard et al.'s maintenance support organization model?? and via a business case by Poulsen et al.?® All studies presented con-
siderable advantages to employing 24/7 working. Dalgic et al?! simulated different configurations of CTV utilization, presenting their results in a
£/MWh format. They concluded that ‘10 out of the most costly 17 configurations do not have CTV for Night Shift” and that ‘the number of CTVs
during Day Shift and Night Shift is distributed evenly (or close to even) in best configurations such as 4-4 and 5-4, because the resources are uti-

|22

lized in an optimum manner with minimum redundancy’. Besnard et al““ concluded that ‘the availability increases by almost 1% for each logistic

solution by using 24/7 work shifts instead of 12/7 work shifts’ and report a financial benefit amounting to 5%-15% of O&M costs. Poulsen
et al*® concluded that by implementing 24/7 working savings of approximately 1,800,000€ per year can be realized via a series of expert inter-
views and dedicated focus groups.

In this study, we address the same question but provide novelty by employing a data-modelling approach in the form of a BHM. This means
that, in contrast to previous studies examining night shifts for OWFs, the methodology we employ provides real-world evidence of night shift
effectiveness. We investigate 24/7 working as it was utilized at the site: by repurposing CTVs for corrective maintenance activities for a night
shift. This strategy was used throughout the months of November, December, January and February in an attempt to improve accessibility in

times where the industry regards turbine failures both most frequent and most costly.

2.2 | A Bayesian perspective on decision making

Making improvements on operational decision making tools for the future requires a more thorough treatment of both aleatory and epistemic
uncertainties. Previously, Zitrou et al?*~2% set out explicitly to tackle both of these categories within the field of offshore wind. In the first of the

studies cited,?* epistemic uncertainty is handled via expert knowledge, but statistical uncertainty is also accounted for in the model. The second?®

d?* again highlights how both episte-

focuses specifically on epistemic uncertainty via an expected value of perfect information approach. The thir
mic and aleatory uncertainty are modelled via a general marked point process model. While these models are probabilistic (in that they use Monte
Carlo simulations to derive probability distributions of variables), they are not Bayesian, as they do not depend on Bayes rule. Likewise, cost-
modelling tools which simulate the O&M phase via Monte Carlo simulations are probabilistic but do not necessarily make use of the advantages
of Bayesian modelling. This study is driven by a similar objective—that decision making can be improved via a more thorough understanding of
uncertainty. However, we differ in our means by the use of Bayes rule. This allows for real-world evidence to update prior beliefs on a decision
taken by an operational wind farm.

Zitrou et al.'s tools are designed for use in the pre-operational stage of a wind farm. We propose that there is value to be had in an alternative
approach—in retrospective analysis of operational data. In outlook, this is more closely aligned with the work of Dinwoodie et al.?” Decisions at
OWEF are dynamic. Changes in strategy require synthesis of historical data and some form of hypothesized solution. Bayesian modelling provides
a means to do this with small datasets, allowing a framework of new data integration and integration of different sources of knowledge. By design,
it is flexible and allows for uncertainty quantification. The Bayesian hierarchical approach is somewhat different from the dynamic Bayesian net-
work they propose. The primary motivation behind this difference is the ability of hierarchical approach to share statistical strength among opera-
tional contexts.

We demonstrate the use of Bayesian modelling in this study by applying a BHM to an operational dataset produced by an advanced data
management system. As a result of this system, parts of the database are of relatively high quality—this is a key factor in deriving value from a ret-
rospective analysis. There are detailed transfer of control logs conveying precise information about task times. Maintenance task types are clearly
delineated, meaning that reliability can be estimated at least at a turbine level. We augment the analysis of this ‘Operations’ dataset by also incor-
porating SCADA and weather data. The hierarchical modelling approach allows us to track the aleatory uncertainty of variables under different
operational assumptions and ultimately address an issue which was of interest to the operator. However, we propose that the approach could be
useful for undertaking more thorough reliability analyses (or questions of strategy) based on data from multiple sites.

2.3 | Bayesian hierarchical modelling in offshore wind

BHMs have seen some previous use in wind energy research. Predominantly, they have been used for weather modelling and wind speed
forecasting. Dobigeon and Tourneret used a BHM to account for correlations between wind speed and direction.?® Miranda and Dunn?’ devel-
oped BHM to model the autocorrelation structure of consecutive wind speed data.

BHMs have seen a limited application to modelling operational data from OWFs. Wilke and Galasso used the technique to assess WT
capacity factors in a recent study.° This is arguably the most closely aligned application of the methodology to the case study presented
here. However, to the authors' best knowledge, there are no studies which apply hierarchical models to questions of strategy or maintainabil-
ity of WTs.
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Abaei et al®? use a hierarchical Bayesian framework to assess the reliability of a modular tide generator. They argue that the method's capabil-
ity to handle uncertainties robustly has the potential to ‘minimize perceived risks and reduce the associated cost for operation and maintenance’.
Despite similar data issues that plague offshore wind research and recent interest surrounding uncertainty in cost modelling (as highlighted by
Seyr and Mulkulus,*> Scheu et al?® and Dao et al.?), no similar studies have been applied in the wind industry.

We argue that this presents a research gap. Questions of operational strategy at OWFs can be informed by data analysis, which can play a
central role in substantiating the analyses of O&M modellers with real-world evidence. It is important to understand, and put into context, not
only what operators can expect to happen in general but also the uncertainty associated with that expectation. The Bayesian hierarchical
approach we propose presents a case study were the uncertainty is integrated into the decision making process. Given a small sample size, this is
no trivial task. However, the selected methodology allows for statistical strength to be shared among categories while also accounting for varia-
tion due to seasonality, night shift organization and failure rate. This means that improved estimates are possible compared with the outputs of
cost-modelling tools, of both mean values and uncertainty. Since operational decision making is concerned not only with predictions but how cer-
tain decision makers are with them, this is vital.

3 | METHODOLOGY

We assess the different work-shift strategies by drawing inferences based on the historical dataset for the site. The methodology employed to do
so consists broadly of four steps:

1. Data manipulation—consisting of data cleaning, integration, selection and transformation.

2. Synthetic data creation. Using the data resulting from step 1, we explored hypothetical scenarios by adjusting the historical dataset via a series
of if-then pieces of logic.

3. Bayesian inference. Constructing a Bayesian model to assess differences in wind farm performance, as evidenced by the synthetic datasets
created in step 2.

4. Cost modelling and sensitivity analysis. Defines key cost assumptions which are applied to model outputs and varies these to explore their

relationship to the results obtained.

The following subsections elaborate on these steps. Note that the novelty of the methodology is found in applying Bayesian hierarchical

modelling to data coming from a currently operational OWF.

3.1 | Datamanipulation
3.1.1 | DataSource

The current analysis is based on a historical database provided by a large, currently operational OWF. It consists of Supervisory Control & Data
Acquisition (SCADA), weather and operational data describing the performance, meteorological conditions and maintenance actions performed
for a large group of modern, geared wind turbines with a multi-MW power rating. The farm utilizes a typical condition-based maintenance strat-

egy and is located around an hour-long trip from its operational base by CTV.

3.1.2 | Data preprocessing

The first step in constructing Bayesian inferences from the historical data is to collate relevant information from the database into a set of
more compact data tables. By data table, we refer to a two-dimensional labelled data structure, where columns often contain different types
of data. This was particularly important for the section of the database which can be characterized as containing ‘operational’ data, which
contained 249 different data tables summarizing daily operations at the farm. Naturally, not all of these contain complete or useful informa-
tion, so data reduction and cleaning is vital. This first step was achieved mainly via the Standard Query Language (SQL) for databases. A sum-
mary of those data tables which proved to be most important to the following analysis is detailed in Table 1. These data tables were
condensed by data type (i.e. into the categories Operational, SCADA, Weather and Turbine Properties), and the resultant data tables became the
core of the analysis going forward. A number of intermediary steps led to the creation of these condensed tables, of which the most note-

worthy are as follows:
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TABLE 1 Metadata table containing the parts of the operational database used here.
No. of
Data type Data table Description entries
Operations Operations Planned Contains information on planned technician movements for every shift. Crucially 319,554
Movements contains manual acknowledge and card swipe times recording technician transfers
to/from turbines.
Vessel Stops Similar information as operations planned movements, but with less reliable 103,263
timestamps and the extra information: stop type (pick-up or drop-off), stop order
and a task ID.
Operations Shift Mainly a connection point for other important tables. Includes a shift ID, task ID, 40,667
Tasks vessel ID and information about whether the task was completed or aborted.
Tasks Contains some information about every task performed or scheduled. Provides a 59,656
description for each task, however descriptions for corrective works are mostly a
single alarm code. Also contains some unreliable timestamps relating to task
commencing/ending dates.
Task Types A set of 79 work order types which categorize entries in Tasks. Many are for individual 79
actions of grouped works and can be reduced down to broader categories (e.g.
INSPECTION - Lift —> Inspection).
SCADA SCADA by time Typical WT SCADA data recording: anemometer wind speed, active power, yaw 31,806,965
period (e.g. July direction, wind direction, generator speed, pitch angle, rotor speed and operational
2019) state at 10 min intervals for every turbine.
Weather Wave Buoy Readings Hourly significant wave height recordings from two wave buoys at the site. Wave 45,572
height typically taken as an average of the two.
Met Mast Readings Hourly wind speed averages measured at 20 and 80 m heights; hourly wind direction 143,122
averages at measured 76 m height; hourly tide level readings.
Turbine properties  Turbines Records each turbine's latitude and longitude, and provides a water depth recording at Confidential
their position.
Turbine Groups Records each turbine's accessibility restraints as one of: tidally restricted or severely 4
tidally restricted.
Combined Downtime Catalogue Contains a list of downtime events for each turbine. Labelled with: downtime start/ 12,215
datastreams end time, first drop-off time, last pick-up time, maintenance category, total
downtime, repair time, number of visits, number of transfers, access restrictions,
distance to base, location, failure type, man hours.
Turbine Regressors Records each turbine's active power regression coefficients to it's nearest neighbours Confidential
and the farm average power output.
Night Shift Lookup A record of the maintenance actions carried out on each night shift. Each night 482
Table contains info. on which turbines were visited and how many technicians visited
them. Also contains indices indicating whether the work could have been completed
were there only nine or six technicians on night shift.
Weekly Performance A breakdown of each turbine's lost production due to corrective maintenance in every 29,750

Records

week.
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1. The 79 maintenance task types listed in Task Types were further categorized into nine categories: Annual Services, Blades, Corrective,
Corrective - Balance of Plant (BOP), Cables, Defects & Tasks, Inspection, Retrofit and Other.

2. Planned movements were separated according to whether they had been acknowledged by technicians, and the resulting list of time-stamps
was used as the basis of the condensed ‘Operations’ data table. Further information regarding each stop's purpose, the technicians and vessel

involved, the location and shift was added.

Next, the table Downtime Catalogue, also summarized in Table 1, was created by cross-referencing Operations and SCADA, so that every
period of turbine downtime is associated with a corresponding set of maintenance tasks. Turbine Properties was merged, and various queries were
made to estimate pertinent metrics for each downtime event. At this stage, SCADA was also used to create the table Turbine Regressors, which
records regression coefficients for each turbine's active power to that of its nearest neighbours, as we have described in a previous study.3? Night
Shift Lookup Table was created from Downtime Catalogue and Operations to use as reference for estimating the impact of varying technician team

size on night shift effectiveness.
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The final step of data manipulation consisted of combining Downtime Catalogue and Turbine Regressors and splitting the data into either
monthly or weekly time periods to create Monthly Performance Records and Weekly Performance Records, respectively. While it is typical for opera-
tors to track monthly Key Performance Indicators (KPls) for OWFs, Weekly Performance Records was created so that there would be more samples

to inform the following Bayesian analysis. Weekly Performance records is therefore used as the input to the Bayesian model.

3.2 | Synthetic data creation

The impact of night shifts on lost production due to repairs was analysed using two pieces of logic.

The first addressed the period of November through February (inclusive), where night shifts were in operation at the site. This involved esti-
mating the reduction of downtime achieved by the work which was undertaken at night, which involved reusing CTVs for a shift starting at 10 p.-
m. This time of year is characterized by a higher wind energy content, so the opportunity cost from any given failure is expected to be greater.
Also, the industry tends to regard the winter months as a time of high failure rates. Research in academia has corroborated this notion.3%34
Algorithm 1 provides the psuedocode used for estimating a hypothetical lost production for each event, which was used to update Weekly
Performance Records. Effectively, we displace the work undertaken at night to the next available shift, then assume a knock-on effect of subse-
quent works. There is a clause in the algorithm which estimates the effect of having different numbers of technicians in the night team, which we
evaluate at 12, 9 and 6. For technician teams of six or nine, Night Shift Lookup Table was used to estimate which maintenance actions could still
go ahead with less technicians available and would therefore lead to reduced lost production.

The second piece of logic addressed the period between March and October (inclusive), where night shifts were not in operation. This
switches the question from how much ‘lost production’ was avoided by employing night shifts? to how much ‘lost production’ could be avoided by
employing night shifts over the entire year? We look at all corrective events which had overnight downtime. We assume that one vessel would be
repurposed to address corrective works at night and that there is suitable resources in terms of technicians to do so. The algorithm employed
(Algorithm 2) incorporates the Weather data table, seeks out weather windows during the night where the significant wave height does not
exceed 1.3 m and ‘re-orders’ the timeline of repair works such that turbine downtime is reduced. 1.3 m was used as it is the threshold used by
the site during the day shift. There is a shortcoming with this approach: namely, that it is unable to capture all of the operational factors which are
inherent in deciding which turbines to visit during a given shift. This will differ given availability of spare parts, severity of fault and/or availability
of appropriately qualified technicians. Since it is assumed that one vessel is in use during any given night shift, faults are selected simply by their

proximity to the O&M service base. Again, we evaluate the strategy with a team of 12 technicians, 9 technicians and with a team of 6.

Algorithm 1 Pseudocode for estimating avoided lost production during winter
for each row in Downtime Catalogue do

Cut Operations down to between start & end of downtime event
Cut Operations again to jobs that occurred during night shift
Re-sample resulting Dataframe by night shift
Group by turbine and shift
if no. techs available = 12 then
Calculate number of night-tasks completed & total hours completed
else no. techs available < 12
Use Night Shift Lookup Table to estimate how many tasks would have been completed
Calculate number of night-tasks completed & total hours completed
end if
end for
if no. night shifts > 0 then
Cut Weather down to above end of downtime event
Label subsequent day-shift hours as work hours or non-work hours
Count out the requisite number of extra day work hours required to complete the task in question
Store hypothetical task end time
else return 0
Employ turbine regressors to calculate lost production and hypothetical lost production
end if
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Algorithm 2 Pseudocode for estimating the potential for avoided lost production for the months March through October

for each row in Downtime Catalogue do
Cut Operations down to between start & end of downtime event
Create daily lookup table with shift starting time and amount of time spent undertaking works for each downtime event
Cross-reference look up table with Weather to determine hourly wave-height readings throughout duration of downtime
Update lookup table to include fictitious night shifts
Determine whether fictitious night shifts are weather-appropriate for undertaking maintenance works
Lookup entries of fictitious night shift already recorded to assess whether there are enough technicians to perform work
end for
for each row in Lookup Table do
if there exists available night shifts then
if there are day shifts where weather conditions are fine but no work has been carried out then
Assume insufficient resources and return O change in lost production
else
Reshuffle lookup table so that most immediate shifts are utilized in maintenance work
Employ turbine regressors to calculate lost production and hypothetical lost production
end if
end if
end for

3.3 | Bayesian hierarchical modelling

Hierarchical modelling is a generalization of the typical Bayesian network (BN). It differs from BNs in that they directly characterize the relation-
ships manifest in structured data types. This is represented by Figure 1, where a simple BN consisting of variables A, B and C takes on three differ-
ent structural forms in an attempt to capture dependence between the subcategories Bl and BIl. The relationship between ‘subnodes’ Bl and Bl

is referred to as a ‘part-of’ relationship by Gyftodimos and Flach.®®

The left-most diagram characterizes this particular part-of relationship via a
‘nested node’. The middle diagram represents a ‘tree structure’ where the variables of the model are descendants of a top-level composite node
t. The right-most diagram shows how the structure can be flattened back into a regular BN.

This step from the nonhierarchical BN to the hierarchical model introduces some key differences which allow us to approach many multi-
parameter problems in a more natural and intuitive way. In particular, the concept of ‘partial pooling” becomes useful in many applications. This
relates to phenomena which may be assumed to have a ‘global’ effect, the influence of which varies under different conditions or between differ-
ent subgroups. To take an example from the wind industry, all wind turbines share a similar set of failure mechanisms; however, the frequency or
consequence of those failures is assumed to vary with wind speed/turbulence, maintenance strategy, WT type and access conditions. In the

absence of hierarchical modelling, there are two options to account for these variations:

1. Estimate a global average from the broad pool of all wind turbines.

2. Consider failure rates and downtimes separately for (e.g.) each category of WT type.

Taken more generally, approach (1) is an example of a pooled model and approach (2) an unpooled model. Both will lead to inaccuracies in
prediction. The first is insufficient for large datasets because it discards information relating to the inherent relationships in the data, and the sec-
ond is in danger of overfitting, meaning that it fits existing data very well but lacks any predictive power. A BHM finds a compromise such that
information can be shared between groups while also maintaining the benefit of the global averages. The three approaches are summarized in
Figure 2, which represents some modelling of parameters 6; based on observations y;. In Bayesian modelling, option 2 (C) is achieved not by speci-
fying probabilistic distributions for 6; in themselves but via so-called hyperprior distributions for the parameters y,s. In this way, the conditional
probability distributions of separate groups (¢;)'s are viewed as a sample from a common population distribution and share information via their
common hyperpriors. This results in shrinkage of group means away from their individual sample towards the mean of the collective, an effect
which is particularly useful for groups with small sample sizes. In specifying our priors, we therefore have influence over the mean and variance of
posterior estimates for the hyperpriors u,s, influence over the mean and variance of parameters 6; and influence over the shrinkage effect of

those 0; parameters from the global mean.
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FIGURE 1 Various visualizations of related variables within a Bayesian network (BN). Taken from Gyftodimos and Flach®®.
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FIGURE 2  An example of (A) pooled, (B) unpooled and (C) partial pooled models for some parameters 6;, observations y; and hyperpriors u

and 2.

3.3.1 | Model specification

We build two models to explore two Key Performance Indicators (KPls), namely:

1. Opportunity cost, presented in units of £/MW installed capacity. Calculated by estimating lost production due to corrective maintenance per
week via the model, applying a constant price of energy (see Section 3.4) to each posterior density point and dividing by the capacity of the
farm.

2. Time-based technical availability. Defined as the ratio of downtime due solely to corrective maintenance time, measured as a percentage.

We model both variables (denoted y,p and y,,) via truncated normal distributions, such that
yLP ~ Normal(Hﬁgseas,(rtp);pr €10,00], (1)

yav ~ Normal(gla\l‘i&seas'o_)');yav € [0’1]’ (2)

Beyond this point, both models have the same formulation with different priors. We therefore drop the superscript index and define generic

variables for both. With that in mind, variables Ons seas and o, are defined as follows:
“)seas,NS = Oseas +/}seasXNS, (3)

and

o, = Exponential(). 4)
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The variable asqs represents the expected lost production or availability per month, g, represents the variation of lost production or
availability values due to the presence of night shifts and xys represents a binary data label specifying whether night shifts are on or not. We

model aseqs and P45 Via @ multivariate normal distribution, such that the covariance between them can be modelled as follows:

QAseas a
{ } =MV Normal([ }Z) (5)
ﬂseas ﬁ

where a represents the mean value of lost production over each week, 3 represents the mean difference in each week due to night shifts and
o, O o, O
= C , 6
( 0 Uﬂ) < 0 ‘7/7) (©)

where C is a correlation matrix between seasonal-and-night-shift dependent parameters. This formulation, known as a Cholesky decomposition,3¢
allows us to induce a prior on the covariance matrix given a prior is defined for C. We define the prior using the Lewandowski-Kurowicka-Joe
(LKJ) distribution,®” which is dependent on a regularization parameter ¢. ¢ = 1 implies a noninformative uniform distribution on correlation matri-
ces, and the magnitude of correlations between components decreases as ¢ increases. We select { = 2 so as to have some regularization on C.

As part of the sensitivity analysis, we also categorize the data via failure rate. We explore the influence of failure rate by altering the hierarchi-
cal model to include it as another feature. In order to do so, we discretize the turbines into ‘high’, ‘medium’ and ‘low’ failure rates. This is based
on the sample quantiles, such that there are an approximately equal number of turbines in each bin. We altered the priors shown in Figure 3 to
accommodate the change in the model. This followed the same process as before but with fewer turbines in the simulation. Where failure rates
are introduced, we extend the hierarchical structure to accommodate two levels. In this case, the only thing that changes is the number of indices

for the a and f parameters:
Oseas frNs = Xseas fr +/jseas,erNS , (7)

where the index fr denotes failure rate quantiles.

3.3.2 | Hyperprior elicitation

In hierarchical models, prior information is introduced via so-called hyperpriors which regularize global averages and variances. In this case, the

hyperpriors are the i and ¢ parameters. Broadly speaking, there are a two categories of prior we can consider:

1. Noninformative or weakly informative priors. Noninformative or weakly informative priors are used when there are no or little existing data or
firm expert judgement available which relates to the problem in question. In this case, it might seem convenient to assign equal probabilities to
all possibilities (a uniform prior) or to use (e.g.) a very diffuse normal distribution. In our case, there are two arguments against this. The first is
a generic argument against the use noninformative priors,>® which are discouraged. The second relates to this dataset in particular. Given that
we condense data into weekly segments, there are <200 weeks overall to inform the model and <20 for each month of the year. To let the
data dominate the posterior may therefore lead to poor inferences, in the same way that frequentist approaches with small sample sizes may
do.

2. Informative priors are at the other end of the scale—they convey precise information about a variable. This is achieved either by expert elicita-
tion or by some empirical Bayesian method. The latter category encompasses methods by which to estimate priors from the dataset itself,
before undertaking a formal Bayesian analysis. This is something of a compromise between frequentist and Bayesian approaches which
negates some of the benefits of our proposed methodology, so we deem it unsuitable for this study. Of the former category, a metadata analy-
sis of other studies may be hindered by common confidentiality practices of the industry, and surveyed expert opinions are outwith the scope
of the project. We judge that the most robust treatment of our prior knowledge can be provided by a O&M cost-modelling tool, of which there

are many examples in the literature.*

We therefore rely on the use of the StrathOW-OM tool,” an O&M cost model designed for strategic planning purposes. Prior estimates for a
and 3, 04,04 and 1 are obtained via a two-stage Bayesian updating approach as described by Yu et al,®” where the output of the StrathOW-OM is
considered as historical data. First, we specified weakly informative pre-priors, in the form of normal distributions for « and f, 6, and o4 with large
variances in comparison with the means and exponential distribution for s, with a weakly informative rate parameter; the StrathOW-OM was run

with the input assumptions described in Table 2. The outputs were adjusted so that we could retrieve the lost production and availability per
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TABLE 2 Input assumptions for the StrathOW-OM tool used for prior elicitation.

Variable Description and source

Failure rates, repair We make an assumption of zero prior knowledge of failure rates at the current site before the implementation of the
times Bayesian model. Failure rates and repair times therefore come from Carroll et al.*®

Vessels We assume there are six CTVs operating at the site via a long-term charter, which is closest to the average of 6.33 vessel

used per day, each having a 12-person capacity.

Weather Weather readings from the on-site met and wave measurement equipment are fed into the tool, which in turn simulates
weather conditions with similar characteristics.

Power curve The power curve was estimated using the SCADA readings from the site, by binning data by wind speed and averaging
power output within each bin.

Governing weather CTV: wave height - 1.3 m, SOV: wave height - 1.3 m, heavy-lift vessel: wind speed - 10 m/s.
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FIGURE 3 Kernel density estimate plots showing pre-prior, prior and posterior distributions for the hyperparameters (A) @ and (B) 3,
representing the weekly lost production average value and the average savings value afforded by night shifts [Colour figure can be viewed at
wileyonlinelibrary.com]

week. More informative priors could then be estimated by retrieving posterior inferences for model parameters from the BHM, using the
StrathOW-OM model output as the likelihood. The refinement of the parameters « and g for the lost production model, from the weakly informa-

tive ‘pre-priors’ to the priors and eventually to the posterior estimates, is shown in Figure 3A,B.

3.3.3 | Posterior calculation

Posterior calculation is the name given to the step of conditioning on observed data. This step is the key principle of Bayesian inference and is

neatly encapsulated within Bayes' theorem. For the model specified as above, this looks like:

p(eseas,NS)p(y|05eas,N5) (8)

p(gseas,NSW) = p(y) ,

where the conditional probability distribution of the unobserved quantities of interest, p(GseasNs|Vseasns), is €stimated. This is commonly referred
to as the posterior distribution. p(yseqsns) is the nonzero probability of observation y, which is given by a sum over all possible values of ¢:

p(y) :J P(OseasNs)P(Y|Oseas Ns ) dOseas s, 9
OseasNs
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While the numerator is easily solved for, solving for the denominator is much more difficult, often proving intractable for many problems. For

this reason, the posterior is often calculated by some approximate statistical inference methods, as outlined below.

3.34 | Sampling method

Since researchers cannot typically rely on exact posterior inference via an analytical solution of Bayes's rule, they turn to numerical integration
techniques, of which there are two categories: deterministic and stochastic. Within the family of stochastic techniques, a general class of algo-
rithms named Markov Chain Monte Carlo (MCMC) has been particularly important in making Bayesian inference practical for generic hierarchical
models.** MCMC allows the Bayesian researcher to draw a series of correlated samples that will converge in distribution to the specified target
distribution of the model.*?

Among this family of algorithms, Hamiltonian Monte Carlo (HMC) is often considered the most effective.*> HMC works by treating probabi-
listic systems as if they are physical systems, shifting the problem from that of sampling from a target distribution to the simulation of Hamiltonian
dynamics.** This allows for much more efficient sampling, as it avoids for the computationally inefficient random walk behaviour characteristic of
algorithms such as Metropolis*> or Gibbs*® sampling to be done away with. A particular advantage of using PYMC3 software is the application of
the No-U-Turn Sampler (NUTS), a variation on the typical HMC algorithm*® which eliminates the need to hand-tune HMC via a parameter which
defines the number of steps in the simulation. This provides a certain accessibility to practitioners, as tuning of the model usually requires some
prior experience or expertise, and can be time-consuming.

The NUTS sampler is therefore readily applicable to the model. However, there are a few parameters which need to be specified before sam-
ples can be drawn from the posterior. We use 1000 tuning steps, which effectively act as an initial training period for the sampler to converge to
the target distribution by optimizing the step size parameter of the HMC. The number 1000 was selected by experimentation—for computational
efficiency, it is best to minimize this while maintaining a robust model. Once this initial tuning has taken place, these samples are discarded as
there is no guarantee that they have asymptotically come from the target distribution. We go on to sample 4000 draws from the target posterior
distribution using four chains (pymc3 uses 1 CPU core per chain—four chains reflect a 4-core computer). Again 4000 draws are something of a
compromise between computational efficiency and having enough posterior samples to draw from to reflect the target distribution. The number
of chains specifies the number of Markov chains to run and is useful for checking that the model has converged to a stationary target distribution.

Figure 4 explores the convergence of the NUTS algorithm given the above parameters. As described by Betancourt,*” when the marginal
energy and energy transition distributions of any given Hamiltonian Markov transition are well matched, the Markov chains are likely to be per-

forming robustly and will present small autocorrelations.

3.4 | Cost-modelling assumptions

There are additional expenses and savings to be considered in the case of night shifts, for which assumptions must be made. These relate to cost

modelling, and are detailed below:

1. The number of vessels needed & the cost of their charters. We assume that the effect of night shifts is to ‘displace’ a vessel from the day shift
to the night, effectively allowing the opportunity to avoid a vessel charter by reusing a day-time vessel. Further, we assume a daily vessel char-
ter rate of £1750, as is assumed by Dinwoodie et al”

2. The value of electricity. This will vary from farm to farm depending on the support mechanism employed in each case. For simplicity, we con-
sider a constant value of 120 £/MWh as the base case and consider varying values of constant prices between 40 and 150 £/MWh within the
sensitivity analyses.

3. Technician and support staff wages. There are three scenarios to select from: one that supports 6 technicians per night shift, one that supports
9 and one that supports 12, as well as onshore support staff and vessel skippers. For each scenario, we assume that there are two onshore
staff and two vessel operators. We assume that all staff receive £20 an hour (based on the average technician salaray*®) and assume a baseline
case that staff receive time and a half for their work. This amounts to a weekly added cost of £13,400 in the case of 12 technicians, £10,920 in
the case of 6 technicians and £8400 in the case of 6 technicians. It is assumed that there are night workers on call for the entirety of the period
that night shifts are in operation.

4. Months per year working 24/7. In the sensitivity analysis below, we only include profitable months in yearly calculations. For example, if night

shifts are not found to be profitable in the Summer months, they are excluded.

Where cost parameters are considered in the model, they are added to the posterior predictive distributions as a deterministic value.
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I Marginal Energy
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FIGURE 4 Energy plot showing the marginal energy and energy transition distributions of the Markov chains simulating model variables.
Similar density functions imply a well-sampled parameter space [Colour figure can be viewed at wileyonlinelibrary.com]

v
Y . 800 ® 100

Fary )
s S S 9
. <
v g >
% 2 600 2 o
2 O '
°73 = 97
O = ©
c®© 400 >
&2 < 9%
‘g S 8 95
5 S 200 =
S £ .
a (7}
2 i [
5 ¢ 93 °

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Jan Feb Mar Apr May jun Jul Aug Sep Oct Nov Dec
A) B)

FIGURE 5 Posterior density functions describing (A) lost production per week and (B) technical availability. Mean likelihood values calculated
from the data are shown by the blue line and individual data points by the blue dots [Colour figure can be viewed at wileyonlinelibrary.com]

4 | RESULTS AND DISCUSSION
4.1 | Posterior predictive checking

Posterior predictive checking is the Bayesian's way of evaluating the fit of the model and interpreting the consequences of the posterior distribu-
tion. Important questions to ask as a researcher are the following**:

1. Do inferences from the model make sense in light of the substantive knowledge?
2. How sensitive are results to modelling assumptions?
3. What aspects of reality are (inevitably) not captured by the model?

These questions are important for statistical analyses in general, especially so for anything under the broad heading of machine learning and
specifically for Bayesian analysis for the reason that not everything can be encapsulated in a set of probability distributions.

Figure 5A,B provides an immediate sanity check that the model is behaving as it should. Here, the posterior predicted values for (A) lost pro-
duction and (B) availability in each month are plotted according to the operational strategy actually employed at the site (without any inclusion of
‘expert knowledge’). They confirm that data generated form the posterior parameters of the model reflects observed values. We observe more

lost production in the winter months, where wind energy content is higher, access conditions least favourable and it is thought that wind turbine
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failures are more likely to occur.®® We also observe that winter months (where night shifts are in operation) are characterized by the highest time-
based availability. Elsewhere, the number of repairs carried out per month roughly reflects the trend observed by the SPARTA initiative*”—the
operator takes advantage of the favourable access conditions to carry out most minor repairs in the months with higher accessibility. Interestingly,
a significant uptick in costly failures is observed in August, where wind conditions are still comparably light, and continues throughout the Autumn
months. This might be a peculiarity of this site; however, it may also provide some evidence of a ‘hangover’ effect from the more intense summer
months where the majority of scheduled maintenance and retrofitting work takes place.

Figure 6A,B explores the effect of Bayesian updating on the probability density functions (PDFs) of weekly lost production in the months of
July and October, respectively. The posterior predictive distribution in both cases is significantly different to the prior beliefs which were used to
derive estimates of priors for variables. This illustrates the usefulness of the Bayesian hierarchical approach in re-assessing strategy based on (sta-
tistically speaking) limited data-points. Given an operator considering extending night shifts from winter to other times of the year, a state-of-the-
art operational cost model would estimate quite significant savings of opportunity cost in July. Likewise, they would have a misleading perception
of October, where opportunity cost has been higher than expected. On the other hand, the data alone would be an insufficient means upon which
to base future operational strategy, as the small number of samples in each month also provide an incomplete picture. The Bayesian hierarchical

approach is a compromise between the two, such that samples in different months can be partially pooled to share statistical strength.

4.2 | Night shift cost savings

Results of the baseline scenario are shown in Figure 7 and column 1 of Table 3. Figure 7 shows the mean weekly lost production value throughout
the year for three of the different scenarios considered: where there are no night shifts in operation and where there are night shifts in operation
with either 6 or 12 technicians. The PDFs with and without night shifts show similar shapes. The ‘Night Shift’ scenario PDF shifts the most likely
values for each month to lower values of lost production. Profits from employing night shifts are predicted to be greater in the winter than sum-
mer months. However, profits are also substantial during the months of August, September and October, where the wind energy content tends to
be lower than winter. The benefit of night shifts on corrective works therefore does not solely vary with wind speed but also resource organiza-
tion throughout the year and potentially on the noncorrective works being undertaken at the site. Applying the baseline scenario assumptions, as
defined by the costs laid out in Section 3.4, lead us to infer a financial yearly saving of £1,625 per MW installed capacity.

Additional simulations were undertaken so that the impact of cost-modelling assumptions on the viability of the night shift regime could be
assessed. The first of these was the price of electricity, which at a constant rate can be assumed to have a linear effect on the estimated costs dur-
ing any given month. This is explored in columns 4-6 of Table 3. Months characterized by higher lost production values are more sensitive to the
price of electricity variable. The months of June and July, for instance, are mainly influenced by savings which can be achieved via vessel leasing
costs. The months of September and October vary much more. As do the winter months of January and February which are characterized by high
energy content. The yearly costs, as described in the final row of Table 3, vary significantly. At lower costs of energy, the additional risk of under-
taking work at night may not be worthwhile. However, there are still significant savings to be had at lower costs of energy with fewer technicians
on night shift.

—— BHM - No Night Shifts —— BHM - No Night Shifts
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FIGURE 6 Conditional probability density describing lost production for the months of (A) July and (B) October. Probability density functions
derived via the Dinwoodie model are shown via dotted lines, those derived via the hierarchical model by solid lines. Night shift scenarios are
shown in red, non night shifts in blue [Colour figure can be viewed at wileyonlinelibrary.com]
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FIGURE 7 Seasonal variation of predicted lost production values in the scenarios where night shift are in operation with 12 technicians
(green), in operation with 6 technicians (orange) and out of operation (blue) [Colour figure can be viewed at wileyonlinelibrary.com]

TABLE 3 Table exploring sensitivity of the baseline scenario to modelling assumptions.

Weekly mean A night shift - no night shift (£/MW installed capacity)

Failure Electricity Support staff Extra vessel
rate price wages X
savings
Baseline Low High £40/MWh £80/MWh £150/MWh (x2) (x1) No savings
January 27 12 42 11 17 33 15 47 8
February 33 20 57 13 21 41 16 54 14
March 29 24 37 14 19 37 16 50 10
April 22 17 30 14 18 28 12 42 6
May 19 14 21 12 15 20 10 36 4
June 18 14 18 13 15 20 9 35 3
July 17 11 14 12 14 19 7 33 1
August 28 14 32 16 22 37 15 49 9
September 30 21 32 15 21 34 15 51 11
October 39 20 69 17 27 49 20 60 20
November 37 16 84 14 24 49 18 57 17
December 37 17 50 13 23 45 17 57 17
Yearly total 1625 930 2162 745 1202 2000 806 2520 677

Results are similarly sensitive to support staff and vessel leasing costs. In the scenario where no vessel savings were achieved, there is a
significant reduction in the yearly savings. At lower prices of energy, employing a night shift where we could assume no savings in vessel
leasing costs could become completely unfeasible for low income months such as June and July. We draw similar conclusions in the more
costly case where staff are paid double time for night shifts (the column [x2]). The effects of higher staff wages are mitigated, however, by
optimizing for the most profitable number of technicians per night shift. Where technicians are paid the same as they would be on day shifts
(x1), savings are most significant. Providing no incentive for night shift work, however, is bad practice for businesses considering the disrup-
tion to life it causes staff.

The final sensitivity parameter was failure rate, which was explored by extending the model to include another level in the hierarchy. The
‘Low’ and ‘High’ categories are explored in columns 3 and 4 of Table 3. There is some variability on how this effects results month-to-month. In
the high wind speed months of January and February, the disparity is significant between high and low failure rate turbines. Likewise in the
months October, November and December. For the yearly simulated data, the difference in the means was substantial. Savings in the summer
months are more consistent. Turbines in the ‘low’ failure rate category see just over half the savings as the high. Figure 8A,B explores how failure
rate categories effect uncertainty. Introducing night shifts has a more significant effect on higher failures. This is down not only to a reduction in

the mean expected value but also to a reduction in the likelihood of high values of opportunity cost. These plots show how including additional
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parameters such as failure rate can lead to a more thorough uncertainty quantification. The uncertainty for the ‘High’ failure category is signifi-
cantly greater than that observed in Figure 7.

4.3 | Availability savings

Results of the baseline scenario for availability are shown in Figure 9 and columns 1 and 5 of Table 4. Figure 7 shows the weekly availability pos-
terior density throughout the year for three of the different scenarios considered: where there are no night shifts in operation and where there
are night shifts in operation with either 6 or 12 technicians. Again, the ‘Night Shift’ scenario PDF shifts the most likely values for each month to
higher availabilities. In contrast to the lost production model, the benefit of night shifts on availability is more consistent throughout the year.
Repairs during the favourable access conditions of the summer are preferable to repairs in the winter.

The first half of Table 4 explores mean availability savings further. Differences in availability due to the number of technicians on night shifts
are explored. On top of this, we calculate the percentage of weeks where the availability exceeds 98%. This reflects the structure of contracts for
turbines which are still under warranty, where Original Equipment Manufacturers (OEM) must meet a contracted availability. Employing just one
team of six technicians itself has an appreciable effect on availability, ranging between 0.36 per week in January to 0.57 in August and a yearly
mean difference of 0.48. The scenario likewise has a significant effect on yearly percentages of an arranged lower availability estimate, which are
met 93% more of the time than the non night shift scenario. More technicians on night shift translates to better availabilities. Employing 12 techni-
cians means that the farm could expect to surpass a yearly time-based technical availability of 98% 99 times out of a hundred.

The second half of Table 4 explores the output of the extended availability model, which includes failure rate quantiles. Turbines with higher
failure rates benefit more from night shifts. However, the disparity in availability savings between the high failure rate scenario and the baseline is

not very significant, implying that night shifts can offer consistent savings on availability for OEMs or operators. In this case, OEMs would get

400  mmm No Night Shifts 1400 @ No Night Shifts
mEmm Night Shifts (Baseline) 1200 == Night Shifts (Baseline)
209 1000
800
200
600
100 400
200
Y 0
Low Low

Medium High Medium High
Failure Rate Category Failure Rate Category

(A) (B)

Normalised Lost Production
per Week (£/MW installed capactity)

Normalised Lost Production
per Week (£/MW installed capactity)

FIGURE 8 Box-plots exploring the effect of night shift baseline scenario in (A) July and (B) October for different failure rate categories
[Colour figure can be viewed at wileyonlinelibrary.com]
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0.93
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FIGURE 9 Seasonal variation of predicted availability in the scenarios where night shift are in operation with 12 technicians (green), in
operation with 6 technicians (orange) and out of operation (blue) [Colour figure can be viewed at wileyonlinelibrary.com]
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TABLE 4 Table exploring night shift scenarios on availability modelling outputs.

Mean availability Difference in percentage
difference (%) of occurrences > 98% (%)

(All failure rate quantiles) 12 techs 9 techs 6 techs 12 techs 9 techs 6 techs
January 0.53 0.36 0.36 23 16 16
February 0.59 0.43 0.43 26 19 19
March 0.61 0.56 0.48 27 25 21
April 0.70 0.64 0.53 30 27 22
May 0.68 0.63 0.51 29 27 22
June 0.64 0.59 0.48 28 26 21
July 0.67 0.61 0.52 30 27 23
August 0.74 0.69 0.57 31 29 23
September 0.74 0.71 0.61 27 26 15
October 0.64 0.57 0.49 28 26 21
November 0.56 0.40 0.39 25 18 21
December 0.60 0.40 0.40 27 17 17
Yearly average 0.64 0.55 0.48 99 97 93
(Failure rate = high)

January 0.44 0.28 0.27 14 10 10
February 0.76 0.61 0.58 22 18 15
March 0.54 0.47 0.42 19 16 15
April 0.70 0.65 0.56 23 20 18
May 0.74 0.67 0.56 22 20 26
June 0.53 0.48 0.34 17 16 11
July 0.58 0.53 0.44 18 16 13
August 0.88 0.82 0.72 24 23 19
September 0.95 0.86 0.77 23 22 19
October 0.49 0.44 0.42 16 15 14
November 0.70 0.53 047 11 16 15
December 0.74 0.59 0.53 22 17 15
Yearly average 0.68 0.56 0.50 93 89 83

more benefit from targeting certain months. For this farm, they would be August and September, which show significant savings in average avail-
ability (0.88% and 0.95%), respectively.

Unlike the cost savings presented above, availability is not normalized by the size of the farm. The results of the analysis may therefore vary
according to number of turbines or existing technician work pattern structure. However, given the differences in the percentage of occurrences
above the 98% availability threshold, there is evidence that night shifts can provide a significant benefit. This can be achieved with only one vessel

in operation during night, with a small maintenance team.

4.4 | Operational risk

Offshore wind turbine maintenance is a balancing act. On the one hand, operators try to lower their cost of energy by reducing direct O&M costs
and maintaining a high power output. On the other, they must take care to ensure the safety and well-being of their staff. The question of intro-
ducing night shifts exemplifies this risk-profit trade-off well, as the potential financial boost comes with it potential safety implications to consider
for technicians.

Consideration of these safety implications for night shifts on OWFs is hindered by a lack of scrutiny by health and safety (H&S) experts, as it
is currently a very under researched area. However, there are a few factors characterizing the current state of the offshore wind industry which

may stimulate interest in H&S for 24/7 working. namely:
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1.2%), there

1. Where safety regulations have typically restricted operational practices to be conducted in the daylight (as suggested by Dalgic et a
is evidence of at least one large operational OWF moving beyond this regulatory regime.

2. Where early wind farm installations are situated in the most convenient locations closest to shore, the industry will need to explore further
offshore sites if it is to meet the ambitious targets it has set. This means that operators may have to look for new ways to improve
accessibility.

3. The potential advent and use of so-called flotels, mothership concepts, Service Operation Vessels (SOVs) and walk-to-work schemes for O&M
activities for far-OWFs can facilitate 24/7 working with shorter distances to travel, potentially making it more appealing to operators.

4. It can be argued that the competitive nature of CfD-like auctions which are proliferating many European countries have driven the cost reduc-
tion in offshore wind. This culture might be assumed to continue into the near future and OWFs will continue to adopt money-saving mea-

sures to get a leg-up on the competition. This argument becomes especially pertinent when OWFs transition to postsubsidy financing models.

Publications in academia, or indeed industrial technical reports, about the H&S implications of night shifts for offshore wind are sparse. Gar-
rido et al®® come the closest by examining the effect of shift schedules on sleep patterns of OWF workers in Germany via an online questionnaire.
Surprisingly, they found no effect of night shift working on sleep disorders. To the authors' best knowledge, this is the only publication to explore
the subject for offshore wind; however, there are publications focusing on 24/7 working in the oil & gas industry and offshore working in general
which may provide a more comprehensive frame of reference.

A notable review study®? of offshore workers in the petroleum industry found that more sleep problems were consistently reported by night
workers compared with day workers, with workers generally adapting to night shifts within one to two weeks' work. Concerning accidents occur-

233 while

ring during night shift, it reported inconsistent findings. Two studies recorded higher H&S incidents rates during night than day,
another®* reported no such disparity. Interestingly, effects of reaction times (a good indicator of job performance) due to night shifts were consis-
tently negligible across four studies.>>~>® Reaction times only suffered during the first day transitioning to night shift in a study by Waage et al.,>
and the first day transitioning back to day shift by Bjorvatn et al.>> A publication from the Health & Safety Executive in the UK>’ encourages a
14D/14N shift pattern for offshore oil platforms “unless there are very strong reasons why it cannot be implemented in particular circumstances”,
in order to allow for readjustment of circadian rhythm for workers. While in this case some of the stresses of the night shift pattern will be miti-

gated by the fact that technicians will be sleeping on land, these studies might prove informative for the offshore wind industry.

4.5 | Further discussion

The new findings of this paper consist of a real-world case study of night shift working. The proposed methodology, Bayesian hierarchical model-
ling, is novel in the sense that it has not previously been applied to failure, work order and SCADA data to aid decision making at an OWF. As a
result of the methodology, uncertainty quantification for various night shift scenarios have been presented, allowing for differences in the proba-
bility distributions of various operational contexts to be explored. This is what makes the proposed methodology so well suited to the analysis of
operational data. Given we measure the input data on a weekly basis, there are too few samples in each month to build statistically robust infer-
ences. A combination of informative priors and sharing of statistical strength across categories directly addresses the issue. We provide further
novelty over previous studies in the field via three means. There is something to be said of each of these in terms of benefits afforded and limita-
tions created.

First, we assess a night shift strategy is employed by a currently operational OWF. It therefore supports a data-driven model, which provides
real world evidence, over a simulation model. To the authors best knowledge, this is the first time such real world evidence has been presented in
the literature. A disadvantage of the current methodology is that the case study is restricted to the data describing this one wind farm - we cannot
generalize results. As a result, it is difficult to compare results with previous studies, although this would be desirable. We can make a rudimentary
attempt by comparing the baseline results arrived at here to those of arrived at by Besnard et al.?? Subtracting scenario 8 from 5 & dividing differ-
ence by the installed capacity used, we arrive at a figure of £1680/MW installed capacity to compare to our £1625/MW installed capacity. At first
glance, these figures agree very well, however it is difficult to judge how coincidental this similarity is. Their conclusion that each “the availability
increases by almost 1% for each logistic solution by using 24/7 work shifts instead of 12/7 work shifts” is not supported by this analysis, where
the baseline scenario presents 0.64% difference. Due to confidentiality reasons, we cannot compare results to the generic figure given by Poulsen
et al.2® of 1.8ME€ per year. If we take hypothetical wind farms of 200 MW, 500 MW and 1 GW, we estimate respective savings of 325,200€,
812,500 €, 1,625,000¢.

Second, we undertake a sensitivity analysis to explore the impact of modelling assumptions on results. While the baseline scenario shows rea-
sonable savings for the strategy explored, these are quickly negated by increasing support staff wages and in the case where savings in vessel
charters cannot be assumed. These will grow more substantial with reduced prices of electricity or in the case of turbines with low failure rates.
Each wind farm will have a unique set of circumstances to contend with, so these considerations are significant. In terms of sensitivity to these

factors, Table 3 is a step on from the examination in previous studies. However, there is a lot of room for modelling assumptions to be more
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thoroughly explored, especially in modelling staff wages and vessel leasing costs. Such figures are notoriously difficult to come by in the public
domain. Uncertainty in their values might still be elicited by expert judgement—a method used almost routinely in Bayesian modelling in other
fields like the social sciences. Another step forward would be to more accurately capture price of energy fluctuations by some form of price
modelling. This would more accurately represent the nature of CfDs or indeed postsubsidy financing. A more comprehensive Bayesian network
model could also provide an estimate for LCoE. This would require the estimation of a number of additional cost parameters which were not avail-
able during the current analysis. The focus of the study was to extract value from the data that is available, and showcase the benefit of the pro-
posed methodology in doing so. In opting to explore opportunity cost, we were able to utilize the lost production as measured from the data.
Likewise, measurements of technical availability can be used to update prior estimates directly. Via these means, we could explore the KPIs which
are most pertinent to the Operator and OEM. An exploration of LCoE in the Bayesian framework, on the other hand, would require a more
detailed dataset.

Third, we provide evidence of the benefit of Bayesian hierarchical modelling in retroactive analysis of OWF operational data. A review of
Bayesian methods in the wind industry®® has previously suggested that this could be an advantageous avenue to explore in the wider field of
Bayesian analysis, which has shown promise in addressing uncertainties in OWF maintainability. Given that there are some requisite data
available to inform the model, the methodology provides a simple and computationally undemanding approach to draw inferences (and value)
form operational data. For this specific question of night shifts, the approach was useful. However, more sophisticated model parameteriza-
tions will be needed to explore models with time-dependent covariates. As is typically the case in wind energy research, more data from
other wind farms would make inferences more robust. For instance, in the results the highest probability for significant lost production from
corrective maintenance was in October. It would be interesting to see if this is consistent across multiple sites or simply a peculiarity of this
one. Certainly, the industrial assumption in the UK is that turbine failures are more numerous and more costly in the winter. More research
into the effect of annual services on corrective maintenance requirements could shed some light on the apparent contradiction evidenced by
our results.

The brief review of HSE publications pertaining to offshore night working provided inconclusive results. More research into the HSE implica-
tions would give operators a more informed decision as to the trade-off expected. There are four studies agreeing on similar reaction times for
day and night shifts. This is a positive finding in favour of night shifts. However, the uncertainty surrounding accident rates and adverse health
effects for staff may prove too much of a risk, especially at low prices of energy or in the case of high turbine reliability, where profits are not as

substantial.

5 | CONCLUSIONS

This work presents an assessment of night shifts for OWFs. We consider a particular strategy where one crew transfer vessel was repurposed to
carry out corrective maintenance work during a night shift. In contrast to previous studies exploring the theme, we relied on a Bayesian data-
driven model. Data were provided by a large operational offshore wind farm. A hierarchical model was used to model the two operational metrics:
opportunity cost and technical time-based availability. The hierarchical nature of the model allowed us to explore the variation of these values
throughout the year, and to introduce estimates of lost production and availability from hypothetical alterations in strategy. The Bayesian nature
of the model allowed us to make inferences from a relatively small sample size via the use of informative priors derived from the StrathOM-OW
tool. The more generic advantage that Bayesian models provide inherent uncertainty handling was also evident in the results. There is something
to be said of this feature in itself, as statistical uncertainty in maintainability has been identified in recent studies as both significant and under-
investigated for offshore wind turbines. These hypothetical scenarios were in the form of retroactive algorithms applied to the data to assess the
benefit of night shifts undertaken at the site. Samples from the posterior of this model provided financial implications of the lost production. We
made assumptions as to the cost of extra staff wages and avoided vessel costs to retrieve estimates for a baseline case when night shifts were in
operation and out of operation. Comparing the mean values of yearly simulated data, it was found that £1625 per MW installed capacity could be
saved. There are a number of factors which influence this figure, which we explored via a sensitivity analysis. Altering the price of energy reduced
the difference in means to £745/MW capacity at £40/MWh. It increased the difference in means to £2000 at £150/MWh. Support staff wages
and assumed savings in vessel charters also had a significant impact. The assumptions made for these variables were rudimentary and could be
explored further. Extending the hierarchical model to include failure rates also proved informative. Those turbines in the lowest failure rate cate-
gory saw roughly half the savings from those in the high failure rate category, at £745/MW and £2162/MW installed capacity, respectively. Avail-
ability savings were more consistent. Maintenance service providers would see a significant improvement in the number of times they would
exceed a time-based technical availability of 98%.

ACKNOWLEDGEMENTS
This work was supported through the UK's Engineering and Physical Sciences Research Council via the Wind & Marine Energy Systems Centre
for Doctoral Training, grant number EP/L016680/1.

:sdyy) suonipuo)) pue swId [ Ay 3RS [£207/0/91] uo K1eiqiy auruO A1 99UJO [BNU) YSInquIpg ‘SN PUB[I09S 10 Uoneonpd SHN Aq 9087 /70010 1/10p/wod Kaim Areiqrjaurjuoy/:sdny woiy papeojumod ‘0 ‘42816601

19)/W09" AA[1M " £

P!

ASUADIT SUOWIO)) 2ANEAI) d[qedt[dde ayy Aq pausoAoT ale sajore YO asn Jo sa[n 10§ AIeiqi] duljuQ Ad[Ip o (



ANDERSON ET AL WI LEY 19

DATA AVAILABILITY STATEMENT
The data that support the findings of this study are available on request from the corresponding author. The data are not publicly available due to

privacy or ethical restrictions.

ORCID
Fraser Anderson "2 https://orcid.org/0000-0001-9512-5209

PEER REVIEW
The peer review history for this article is available at https://publons.com/publon/10.1002/we.2806.

REFERENCES

1. Global offshore wind report 2020. tech. rep., Global Wind Energy Council; 2020.

2. Dao CD, Kazemtabrizi B, Crabtree CJ. Offshore wind turbine reliability and operational simulation under uncertaintiess. Wind Energy. 2020;23.

3. Method or madness: insights from Germany's record-breaking offshore wind auction and its implications for future auctionst. tech. rep., Nera Eco-
nomic Consulting; 2017.

4. Offshore wind in Europe-key trends and statistics. tech. rep., Wind Europe; 2020.

5. Offshore wind cost reduction task force report. tech. rep., Offshore wind cost reduction task force; 2012.

6. Shafiee M, Brennan F, Espinosa IA. A parametric whole life cost model for offshore wind farms. International Journal of Life Cycle Assessment. 2016;21.

7. Dinwoodie I, Endrerud OE, Hofmann M, Martin R, Sperstad I. Reference cases for verification of operation and maintenance simulation models for off-
shore wind farms. Wind Engineering. 2015;39.

8. Athanasios K, Brennan F. ROMEO - Deliverable report - D8.1: development of a high-fidelity cost/revenue model for impact assessment. tech. rep.,
ROMEO; 2018.

9. Dawid R, McMillan D, Revie M. Decision support tool for offshorewind farm vessel routing under uncertainty. Energies. 2018;11:1-17.

10. Stock-Williams C, Swamy SK. Automated daily maintenance planning for offshore wind farms. Renewable Energy. 2019;133:1393-1403.

11. Irawan CA, Ouelhadj D, Jones D, Stalhane M, Sperstad IB. Optimisation of maintenance routing and scheduling for offshore wind farms. Wind Engi-
neering. 2015;39.

12. Lazakis I, Khan S. An optimization framework for daily route planning and scheduling of maintenance vessel activities in offshore wind farms. Ocean
Engineering. 2021;225.

13. Dai L, Stalhane M, Utne I. Routing and scheduling of maintenance fleet for offshore wind farms. Wind Engineering. 2015;39.

14. EI-Thalji I, Liyanage JP. On the operation and maintenance practices of wind power asset: A status review and observations. Journal of Quality in Main-
tenance Engineering.

15. Seyr H, Muskulus M. Decision support models for operations and maintenance for offshore wind farms: a review. Applied Sciences. 2019;9:278.

16. Reder MD, Gonzalez E, Melero JJ. Wind turbine failures—tackling current problems in failure data analysis. Journal of Physics: Conference Series.
2016;753.

17. Hahn B, Welte T, Faulstich S, Bangalore P, Boussion C, Harrison K. Recommended practices for wind farm data collection and reliability assessment
for O&M optimization. Energy Procedia.

18. Constantinou AC, Fenton N, Neil M. Integrating expert knowledge with data in bayesian networks: Preserving data-driven expectations when the
expert variables remain unobserved. Expert Systems with Applications. 2016;56.

19. Seyr H, Muskulus M. Interaction of repair time distributions with a weather model. In: 29th International Congress on Condition Monitoring and Diag-
nostics Engineering Management (COMADEM 2016); 2017.

20. Scheu MN, Kolios A, Fischer T, Brennan F. Influence of statistical uncertainty of component reliability estimations on offshore wind farm availability.
Reliability Engineering and System Safety. 2017;168.

21. Dalgic Y, Lazakis I, Dinwoodie I, McMillan D, Revie M, Majumder J. The influence of multiple working shifts for offshore wind farm O&M activities -
strathow-OM tool. In: RINA, Royal Institution of Naval Architects - Design and Operation of Wind Farm Support Vessels 2015, Papers; 2019.

22. Besnard F, Fischer K, Tjernberg LB. A model for the optimization of the maintenance support organization for offshore wind farms. IEEE Transactions
on Sustainable Energy. 2013;4:443-450.

23. Poulsen T, Hasager CB, Jensen CM. The role of logistics in practical levelized cost of energy reduction implementation and government sponsored
cost reduction studies: day and night in offshore wind operations and maintenance logistics. Energies. 2017;10.

24. Zitrou A, Bedford T, Walls L. Quantification and modelling of epistemic uncertainties for availability risk of future offshore wind farms using expert
judgment.

25. Zitrou A, Bedford T, Daneshkhah A. Robustness of maintenance decisions: uncertainty modelling and value of information. Reliability Engineering &
System Safety. 2013;120:60-71.

26. Zitrou A, Bedford T, Walls L. Modeling epistemic uncertainty in offshore wind farm production capacity to reduce risk. Risk Analysis. 2021;0.

27. Dinwoodie |, McMillan D, Revie M, Lazakis I, Dalgic Y. Development of a combined operational and strategic decision support model for offshore
wind. Energy Procedia. 2013;35:157-166. DeepWind'2013—selected papers from 10th Deep Sea Offshore Wind R&D Conference, Trondheim,
Norway, 24 - 25 January 2013.

28. Dobigeon N, Tourneret J-Y. MCMC sampling for joint segmentation of wind speed and direction. In: 2009 IEEE 13th Digital Signal Processing Work-
shop and 5th IEEE Signal Processing Education Workshop; 2009:250-255.

29. Miranda MS, Dunn RW. One-hour-ahead wind speed prediction using a Bayesian methodology. In: 2006 IEEE Power Engineering Society General
Meeting; 2006:6 pp.

30. Wilkie D, Galasso C. A bayesian model for wind farm capacity factors. Energy Conversion and Management. 2022;252:114950. https://doi.org/10.
1016/j.enconman.2021.114950. https://www.sciencedirect.com/science/article/pii/S0196890421011262

:sdyy) suonipuo)) pue swId [ Ay 3RS [£207/0/91] uo K1eiqiy auruO A1 99UJO [BNU) YSInquIpg ‘SN PUB[I09S 10 Uoneonpd SHN Aq 9087 /70010 1/10p/wod Kaim Areiqrjaurjuoy/:sdny woiy papeojumod ‘0 ‘42816601

19)/W09" AA[1M " £

ASUADIT SUOWIO)) 2ANEAI) d[qedt[dde ayy Aq pausoAoT ale sajore YO asn Jo sa[n 10§ AIeiqi] duljuQ Ad[Ip o (


https://orcid.org/0000-0001-9512-5209
https://orcid.org/0000-0001-9512-5209
https://publons.com/publon/10.1002/we.2806
https://doi.org/10.1016/j.enconman.2021.114950
https://doi.org/10.1016/j.enconman.2021.114950
https://www.sciencedirect.com/science/article/pii/S0196890421011262

20 | Wl LEY ANDERSON ET AL.

31

32.
33.
34.
35.
36.

37.
38.

39.
40.
41.
42,
43
44,
45,
46.
47.
48.
49,
50.
51.

52.

53.
54.

55.

56.

57.

58.

59.
60.

Abaei MM, Arini NR, Thies PR, Lars J. Failure Estimation of Offshore Renewable Energy Devices Based on Hierarchical Bayesian Approach. In: Interna-
tional Conference on Offshore Mechanics and Arctic Engineering, Vol. 10: Ocean Renewable Energy; 2019. https://doi.org/10.1115/OMAE2019-
95099

Anderson F, Dawid R, Garcia Cava D, McMillan D. Operational metrics for an offshore wind farm & their relation to turbine access restrictions and
position in the array. In: Journal of Physics: Conference Series); 2018.

Wilson G, McMiillan D. Assessing wind farm reliability using weather dependent failure rates. Journal of Physics: Conference Series. 2014;524.

Reder M, Yiriisen NY, Melero JJ. Data-driven learning framework for associating weather conditions and wind turbine failures.

Gyftodimos E, Flach PA. Hierarchical bayesian networks: an approach to classification and learning for structured data. In: Methods and Applications
of Artificial Intelligence; 2013.

Vetterling WT, Vetterling WT, Press WH, Press WH, Teukolsky SA, Flannery BP, Flannery BP. Numerical recipes: example book C: Cambridge University
Press; 1992.

Generating random correlation matrices based on vines and extended onion method. Journal of Multivariate Analysis. 2009;100(9):1989-2001.
Johnson SR, Tomlinson GA, Hawker GA, Granton JT, Feldman BM. The prior can often only be understood in the context of the likelihood. Journal of
Clinical Epidemiology. 2010;63.

Yu R, Abdel-Aty M. Investigating different approaches to develop informative priors in hierarchical Bayesian safety performance functions. Accident
Analysis and Prevention. 2013;56.

Carroll J, McDonald A, McMillan D. Failure rate, repair time and unscheduled O&M cost analysis of offshore wind turbines. Wind Energy. 2019;19:
1107-1119.

Gelman A, Carlin JB, Stern HS, Dunson DB, Vehtari A, Rubin DB. Bayesian data analysis. Chapman and Hall/CBC; 2013.

Probabilistic inference using markov chain Monte Carlo methods. tech. rep., University of Toronto; 1993.

Hoffman MD, Gelman A. The no-u-turn sampler: adaptively setting path lengths in hamiltonian monte carlo. Journal of Machine Learning Research.
2014;15.

Betancourt M. The convergence of Markov Chain Monte Carlo methods: from the metropolis method to Hamiltonian Monte Carlo. Annalen der Physik.
2019;531.

Metropolis N, Rosenbluth AW, Rosenbluth MN, Teller AH. Equation of state calculations by fast computing machines. The Journal of Chemical Physics.
1953;21.

Geman S, Geman D. Stochastic relaxation, Gibbs distributions, and the Bayesian restoration of images. IEEE.

Betancourt M. A conceptual introduction to Hamiltonian Monte Carlo. arXiv: Methodology. 2017.

Offshore-+Wind-+Turbine+Technician salary in United Kingdom - average salary. https://uk.talent.com/salary?job=offshore

Sparta portfolio review 2016/17; 2017.

Velasco Garrido M, Mette J, MacHe S, Harth V, Preisser AM. Sleep quality of offshore wind farm workers in the german exclusive economic zone: a
cross-sectional study. BMJ Open. 2018;8.

Fossum IN, Bjorvatn B, Waage S, Pallesen S. Effects of shift and night work in the offshore petroleum industry: A systematic review. Industrial Health.
2013;51.

Parkes KR. Shiftwork, job type, and the work environment as joint predictors of health-related outcomes. Journal of Occupational Health Psychology.
1999;4.

Rodrigues VF, Fischer FM, J BM. Shiftwork at a modern offshore oil rig. Journal of Occupational Health Psychology. 1999;4.

Lauridsen O, Tonnesen T. Injuries related to the aspects of shift working: a comparison of different offshore shift arrangements. Journal of Occupa-
tional Accidents. 1990;12(1-3):167-176.

Bjorvatn B, Stangenes K, @yane N, Forberg K, Lowden A, Holsten F, Akerstedt T. Subjective and objective measures of adaptation and readaptation
to night work on an oil rig in the north sea. Sleep. 2006;29(6):821-829.

Waage S, Harris A, Pallesen S, Saksvik IB, Moen BE, Bjorvatn B. Subjective and objective sleepiness among oil rig workers during three different shift
schedules. Sleep medicine. 2012;13(1):64-72.

Harris A, Waage S, Ursin H, Hansen AM, Bjorvatn B, Eriksen HR. Cortisol, reaction time test and health among offshore shift workers.
Psychoneuroendocrinology. 2010;35.

Bjorvatn B, Stangenes K, @yane N, Forberg K, Lowden A, Holsten F, Akerstedt T. Randomized placebo-controlled field study of the effects of bright
light and melatonin in adaptation to night work. Scandinavian journal of work, environment & health. 2007:204-214.

Offshore working time in relation to performance, health and safety. tech. rep., Health and Safety Executive; 2010.

Li G, Shi J. Applications of bayesian methods in wind energy conversion systems. Renewable Energy. 2012;43.

How to cite this article: Anderson F, McMillan D, Dawid R, Garcia Cava D. A Bayesian hierarchical assessment of night shift working for
offshore wind farms. Wind Energy. 2023;1-20. doi:10.1002/we.2806

:sdyy) suonipuo)) pue swId [ Ay 3RS [£207/0/91] uo K1eiqiy auruO A1 99UJO [BNU) YSInquIpg ‘SN PUB[I09S 10 Uoneonpd SHN Aq 9087 /70010 1/10p/wod Kaim Areiqrjaurjuoy/:sdny woiy papeojumod ‘0 ‘42816601

19)/W09" AA[1M " £

ASUADIT SUOWIO)) 2ANEAI) d[qedt[dde ayy Aq pausoAoT ale sajore YO asn Jo sa[n 10§ AIeiqi] duljuQ Ad[Ip o (


https://doi.org/10.1115/OMAE2019-95099
https://doi.org/10.1115/OMAE2019-95099
https://uk.talent.com/salary?job=offshore
info:doi/10.1002/we.2806

	A Bayesian hierarchical assessment of night shift working for offshore wind farms
	1  INTRODUCTION
	2  LITERATURE REVIEW
	2.1  Night shifts
	2.2  A Bayesian perspective on decision making
	2.3  Bayesian hierarchical modelling in offshore wind

	3  METHODOLOGY
	3.1  Data manipulation
	3.1.1  Data Source
	3.1.2  Data preprocessing

	3.2  Synthetic data creation
	3.3  Bayesian hierarchical modelling
	3.3.1  Model specification
	3.3.2  Hyperprior elicitation
	3.3.3  Posterior calculation
	3.3.4  Sampling method

	3.4  Cost-modelling assumptions

	4  RESULTS AND DISCUSSION
	4.1  Posterior predictive checking
	4.2  Night shift cost savings
	4.3  Availability savings
	4.4  Operational risk
	4.5  Further discussion

	5  CONCLUSIONS
	ACKNOWLEDGEMENTS
	DATA AVAILABILITY STATEMENT
	PEER REVIEW

	REFERENCES

	Abstract
	1 | INTRODUCTION
	2 | LITERATURE REVIEW
	2.1 | Night shifts
	2.2 | A Bayesian perspective on decision making
	2.3 | Bayesian hierarchical modelling in offshore wind
	3 | METHODOLOGY
	3.1 | Data manipulation
	3.1.1 | Data Source
	3.1.2 | Data preprocessing
	3.2 | Synthetic data creation
	3.3 | Bayesian hierarchical modelling
	3.3.1 | Model specification
	3.3.2 | Hyperprior elicitation
	3.3.3 | Posterior calculation
	3.3.4 | Sampling method
	3.4 | Cost-modelling assumptions
	4 | RESULTS AND DISCUSSION
	4.1 | Posterior predictive checking
	4.2 | Night shift cost savings
	4.3 | Availability savings
	4.4 | Operational risk
	4.5 | Further discussion
	5 | CONCLUSIONS
	REFERENCES

