ABSTRACT
This paper investigates the potential for spreading misinformation via third-party voice applications in voice assistant ecosystems such as Amazon Alexa and Google Assistant. Our work fills a gap in prior work on privacy issues associated with third-party voice applications, looking at security issues related to outputs from such applications rather than compromises to privacy from user inputs. We define misinformation in the context of third-party voice applications and implement an infrastructure for testing third-party voice applications using automated natural language interaction. Using our infrastructure, we identify — for the first time — several instances of misinformation in third-party voice applications currently available on the Google Assistant and Amazon Alexa platforms. We then discuss the implications of our work for developing measures to pre-empt the threat of misinformation and other types of harmful content in third-party voice assistants becoming more significant in the future.

CCS CONCEPTS
• Security and privacy → Human and societal aspects of security and privacy; • Human-centered computing → Human computer interaction (HCI).
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1 INTRODUCTION
The increasing use of voice assistants and other voice-controlled devices has brought about a number of new security concerns. A substantial amount of research has been conducted on the vulnerability of voice interfaces to attacks and the threat to privacy from voice assistants — see [19] for a recent literature review. Some of this work focuses specifically on security concerns associated with voice applications published by third-party developers [10, 16, 39]. Users access third-party voice applications via the voice interface of a core assistant such as Google Assistant or Amazon Alexa. Third-party voice applications in the Google Assistant ecosystem are known as Actions, whereas third-party voice applications in the Alexa ecosystem are known as Skills. Actions and Skills are available in various categories for purposes such as education, fitness, games, and others [18].

As third-party voice applications grow in use and sophistication, their security risks also increase [19]. Processes for assessing and enforcing the security of third-party voice applications are still in the early stages of development. Security issues associated with third-party voice applications may arise with regard to user input requested by an application, as well as with regard to harmful outputs from an application. An example of the former type of issue is illegitimate requests for personal information via the conversational interface of an application [17, 21, 27, 34]. In contrast, an example of the latter is the spread of misinformation via the conversational interface, as we study in this paper. To the best of our knowledge, no instances of misinformation in third-party voice applications have been recorded at the time of writing.

In this paper, we propose a method for measuring misinformation via third-party voice applications and finding instances of such content in Google Actions and Alexa Skills in the wild. Given the prevalence of misinformation and other harmful content in other digital ecosystems such as social media platforms [8, 41], it is reasonable to expect that such content may also be embedded in voice assistant ecosystems via third-party voice applications.

2 THREAT MODEL
Voice assistant providers typically vet third-party voice applications to ensure they do not contain inappropriate content before publication. Notwithstanding, providers like Amazon and Google
We focus on Actions and Skills referring to ‘facts’ as a subset of actions and skills to be tested in the study by scraping web data from Amazon rather than a third-party voice application, which may introduce bias or subjective information presented as objective truths. In our empirical study, we aimed to identify instances of misinformation in live Google Actions and Alexa Skills that are currently accessible to users. Our study methodology comprised four stages: (1) defining misinformation in the context of third-party voice applications; (2) gathering data about Actions and Skills to be tested in the study; (3) designing a framework and implementing a processing pipeline for interacting with Actions and Skills; and (4) generating the transcript of the interactions. We next discuss these stages in detail.

3 METHODOLOGY

To explore the issue of misinformation in third-party voice applications, we conducted an empirical study aiming to identify instances of misinformation in live Google Actions and Alexa Skills that are currently accessible to users. Our study methodology comprised four stages: firstly, we defined misinformation in the context of third-party voice applications. Secondly, we gathered data about Actions and Skills to be tested in the study by scraping web data from Amazon and Google marketplaces. Thirdly, we designed a framework and implemented a processing pipeline for interacting with Actions and Skills automatically, including generating the transcript of the interactions. We next discuss these stages in detail.

3.1 Definition of Misinformation

Misinformation has been understood in academic research to include both false information that is distributed unintentionally as a consequence of error, as well as false information that is distributed intentionally for political or other reasons, termed disinformation [8]. Furthermore, misinformation may consist of, though not synonymous with, ‘fake news’, that is fabricated or distorted accounts of current events [26, 40]. Lastly, misinformation is often understood to refer not only to inaccurate information but also to biased or subjective information presented as objective truth [32]. For our case study, we define misinformation as potentially harmful information that was either a) verifiably untrue or b) a biased / opinion-based statement presented as fact.

3.2 Action and Skill Sampling

We focus on Actions and Skills referring to ‘facts’ as a subset of third-party voice applications that might likely contain misinformation and were also relatively easy to test using automated natural language interaction. These types of applications have a simple one-turn or repetitive dialogue structure for interacting with users.

To test Google Actions, we collected data from 590 Actions that were scraped from the English language Google Actions marketplace using Selenium Python framework. The data includes the name, the URL ID, and the description of the Action. For Alexa Skills testing, we used the data from the UK Alexa Skills marketplace made available by Edu et al. [17] (38,707 Skills). We extracted from the scraped data 5,796 Skills containing the word ‘facts’ in their title. The dataset includes sample invocation utterances, Skill names, descriptions, and marketplace URL links.

3.3 Natural Language Interaction

3.3.1 Infrastructure. Our testing infrastructure is discussed below.

Natural language interaction agent. We develop a chatbot for interacting with third-party voice applications using Natural Language Processing (NLP). The chatbot is designed to recognize five generic types of output from voice applications, namely:

1. requests for a selection ('would you like to go to the wood or to the sea');
2. requests for an instruction ('to begin your workout, say start workout');
3. yes/no questions ('do you want to continue?');
4. requests for personal information (relating specifically to six types of personal data - name, date of birth/age, gender, address/location, phone number, email); and
5. 'open' questions ('what country would you most like to visit?').

The first four of these five generic types of output from voice applications are loosely based on the types of Alexa Skills output identified by [21] (yes/no, instruction, selection and Wh questions). Additionally, we identify the 'open' type of output, asking an apparently open-ended question. Our natural language interaction agent was designed to handle all kinds of output from third-party voice applications.

We use 'bag-of-words' and syntactic features extracted from training data to identify the intent of Skill or Action output. The confidence threshold for intent classification is set to 0 to force the chatbot to identify output from a voice application as one of the five generic input types and return a response. This approach may not generate coherent human-like dialogue in all instances. However, as we aim to collect dialogue data rather than to create human-like interactions for a 'Turing test', we consider that some loss of naturalness might be necessary to maximize the chatbot's ability to respond to a voice application in a multi-turn dialogue rather than exiting the interaction due to low confidence in intent classification. Our chatbot uses dependency parsing to generate responses to Skill or Action outputs identified as instruction or selection requests.

For our implementation, we used an open-source platform called RASA (Bocklisch et al. [7]) designed to support developing general-purpose chatbots. The intent classification was handled by RASA's built-in transformer-based DIET classifier (Bunk et al. [9]). The Stanza Python toolkit for NLP (Qi et al. [33]) was imported to the...
RASA custom action for dependency parsing of Skill outputs (de Marneffe et al. [15]).

**Voice Assistant Clients.** The Google Assistant SDK\(^2\) and the Alexa Voice Service (AVS) Device SDK\(^3\) were installed on an Ubuntu virtual machine (version 20.4). Google Assistant SDK uses the gRPC remote procedure call system to communicate with the Google Assistant cloud, and Alexa Voice Service devices communicate with the Alexa cloud using the HTTP/2 multiplexing protocol to exchange JSON-formatted objects between the client and server. We wrote a bespoke Python script to facilitate interaction between the RASA bot and voice assistant clients. Our script reads a list of Skills and Actions to be tested and outputs a file containing a transcription of the dialogue interactions between the bot and the specified applications.

3.3.2 Interaction and Transcript Generation. We used our Python scripts to trigger automated interaction between our RASA bot and target Actions and Skills and to generate transcripts of these dialogue interactions. For Google Actions, the transcripts are based on text-based interaction with Google Assistant SDK, and for Alexa Skills, the transcripts are based on captions of speech output provided by the AVS Device SDK.

**Google Actions.** We tested (attempted to interact with) all 590 Actions scraped from the marketplace that referred to ‘facts’ on their Actions marketplace webpage. We note the possibility that some interactions were with Actions of the same or similar name to the Action that we intended to test.

**Alexa Skills.** We tested (attempted to interact with) 1,022 Skills sampled randomly from the subset of 5,796 Skills containing the word ‘facts’ in their title. Not all Skills tested were activated, with some being apparently inactive and others being types of Skills that cannot be enabled via the conversational interface.

3.4 Analysis of Dialogue Transcripts

In theory, our methodology supports using a method for automated recognition of misinformation from dialogue transcripts generated by Actions and Skills. However, we found that state-of-the-art automated fact-checking tools do not perform well to this domain. For instance, the service Google Fact Check\(^4\) could not identify any of the instances of misinformation we detected in our manual review detailed next, which suggests a potential lack of effectiveness of such existing, general tools for third-party voice applications. Instances of misinformation were instead identified by manual review of transcripts. Where required, we used independent resources for fact-checking (as detailed in Section 4 below).

4 RESULTS

Table 1 summarises the results obtained after analysing 1,612 voice applications with our framework. Overall we identified 17 instances of harmful content as defined above, of which nine were found in Google Actions and eight in Alexa Skills. Table 2 and Table 3 show details of the Actions and Skills we have identified containing misinformation. We next discuss in detail our results per platform.

<table>
<thead>
<tr>
<th>Table 1: Case Study Findings Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type of Application</strong></td>
</tr>
<tr>
<td>Google Actions</td>
</tr>
<tr>
<td>Alexa Skills</td>
</tr>
<tr>
<td><strong>TOTAL:</strong></td>
</tr>
</tbody>
</table>

4.1 Google Actions

Our findings on misinformation in Google Actions are listed in Table 2. Nine instances of misinformation were found from the 590 Google Actions tested. Five of these were untrue and potentially harmful, though probably unintentional, namely one instance of inaccurate legal information (‘Facts Corner’ Action) and four Actions stating that there are 100 calories per Indian meal. There was one instance of a possibly intentional untrue statement about education in Pakistan (‘amazing facts about education’ Action). This may represent intentional disinformation linked to a known propaganda campaign.\(^5\) Two instances of misinformation were subjective statements claiming to be factual, in the ‘Christianity Facts’ and ‘Vietnam Facts’ Actions. We further identified an Action that claimed to distinguish genuine from fake news (‘TattleGEN’ Action).

4.2 Alexa Skills

Our findings on misinformation in Alexa Skills are listed in Table 3. From 1,022 Skills, we found eight Skills containing instances of misinformation. Of these eight Skills, only one, the ‘Vegan Facts’ Skill, was the Skill that was intended to be activated in testing (i.e. on checking the developer account used for testing after interaction with a Skill, the Skill that had been enabled during testing

<table>
<thead>
<tr>
<th>Name</th>
<th>Dialogue transcript</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amazing Facts</td>
<td>Action trigger: Talk to amazing facts about education</td>
</tr>
<tr>
<td>About Education</td>
<td>Response: Children living in Pakistan have no legal right to a free education, and compulsory education only runs between the ages of five and nine. Wanna know more? RASA: ok</td>
</tr>
<tr>
<td>Facts Corner</td>
<td>Response: It’s against the law to die in the town of Longyearbyen, Norway.</td>
</tr>
<tr>
<td>Calorie Tips</td>
<td>Response: The average Indian meal contains 100 Calories.</td>
</tr>
<tr>
<td>TechMastering questions</td>
<td>Response: The average Indian meal contains 100 calories.</td>
</tr>
<tr>
<td>Calculate Calories</td>
<td>Response: The average Indian meal contains 100 Calories.</td>
</tr>
<tr>
<td>Find Calories</td>
<td>Response: The average Indian meal contains 100 calories.</td>
</tr>
<tr>
<td>Christianity Facts</td>
<td>Response: Here is your fact about Christianity. Christianity is based on fear.</td>
</tr>
<tr>
<td>Vietnam Facts</td>
<td>Response: Hi, here’s a Vietnamese fact: Hu Chi Minh was and still is a national hero.</td>
</tr>
<tr>
<td>Tattle GEN</td>
<td>Response: Hi, welcome to TattleGEN! I can help you stay updated about genuine and fake news.</td>
</tr>
</tbody>
</table>

---

\(^1\)https://developers.google.com/assistant/sdk/guides/service/python


\(^3\)https://developers.google.com/assistant/sdk/guides/service/python

\(^4\)https://toolbox.google.com/factcheck

---
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had the same marketplace URL ID to the Skill that had been targeted). The other seven Skills were activated in place of the intended Skill by audio request. The Skills identified included one Skill (‘Love Facts’) providing misleading medical information using non-medical terminology, two Skills (‘Freaky Facts’ and ‘Funny Facts’) stating incorrectly that Chickenpox disease has been eradicated, one Skill (‘My Trivia’) stating subjective opinion as fact, two Skills (‘Vegan Facts’ and ‘Teething Facts’) provided health information purporting to be factual that is inconsistent with advice from official sources, one Skill (‘Surprising Facts’) providing misleading information on suicide statistics as referring to the population as a whole rather than only one age group, and finally a Skill (‘Global Warming Facts’) containing unsourced and inaccurate information on climate change (the Skill stated as a definite forecast as consequence that is only stated as a possible consequence of global warming in official sources.

This is concerning in the broader context of reported increases in climate change misinformation.

5 DISCUSSION

5.1 Key Findings

Our findings demonstrate the potential for spreading misinformation via third-party voice applications in voice-assisted ecosystems. As well as being significant in themselves, our findings also indicate the likelihood of a more substantial problem that may increase in the future. It is difficult to determine whether the instances of misinformation we have identified in published Actions and Skills imply a failure of initial security vetting by Amazon and Google or modification of the back-end of applications after publication in the marketplaces. Either way, our findings confirm that the current processes for ensuring the security of third-party voice applications in voice assistant ecosystems are inadequate.

Our work implies a need to develop new security measures for third-party voice applications before publication may be inherently infeasible due to the lack of scalability of manual testing and the limitations of automated testing with NLP technologies. Even if applications can be tested exhaustively prior to publication, preventing malicious developers from retrospectively altering the back-end code of their applications after vetting by providers is unlikely to be possible in current voice assistant architectures in which back-end code is hosted on third-party servers. Therefore it may be necessary to develop security measures that monitor the live behaviour of third-party voice applications after they are made available in a voice assistant ecosystem.

5.2 Related Work

Misinformation in Voice Assistant Applications. There has been some work on the actual voice assistants spreading misinformation. This work found instances of health-related misinformation (e.g. regarding vaccinations) [3, 20] in Google Assistant, Alexa, Siri, and Cortana. Note, however, that this research relates to information returned from the core voice assistant rather than third-party voice applications (Skills, Actions) created by external developers.

There has been limited research on the potential for third-party voice applications to spread misinformation and other harmful content. Sharevski et al. [37] conducted a user study demonstrating the influence of a pseudo-malicious Alexa Skill (‘Malexa’) that rewords RSS news feeds before delivering them to a listener. In another paper reporting results of another user study focussing specifically on COVID-19 vaccine information, Sharevski et al. [38] demonstrate the potential for users to be influenced by rewording of some types of information relating to the vaccine by a malicious Alexa Skill. Whilst these studies use simulated experimental set-ups to assess the potential effect of misinformation in third-party voice applications, our work seeks to identify actual instances of such content ‘in the wild’.

Misinformation in other domains. There has been a significant effort towards identifying misinformation on various platforms like Twitter [5], YouTube [22], and Facebook [8], with topics ranging from health to climate science [11, 28]. Social media providers have often relied on users to report harmful content. However, they have also recognised a need for more proactive measures that enable harmful content to be blocked or quarantined before being made available to users [42]. Various approaches detect misinformation, including expert fact-checking, crowd-sourcing, NLP and machine learning-based methods, and others [4, 13, 23, 24, 31]. However, current approaches do not completely solve the problem of misinformation on social media and other platforms in the wild [6, 44], and we showed before how state-of-the-art approaches like Google Fact Check did not detect any of the misinformation cases we found in this domain.

5.3 Limitations and Future Work

Our case study covered only a small subsection of applications in the Actions and Skills marketplaces. It was also subject to our NLP tools limitations. For example, the RASA bot sometimes made NLP errors in responding to output from voice applications, resulting

Table 3: Alexa Skills Results (excerpts)
in premature termination of the interaction. Furthermore, our de-
tection of misinformation was based on transcriptions of audio
outputs from third-party voice applications rather than the audio
outputs, which may be incomplete. Given these limitations, it is
assumed that the amount of potentially harmful information out-
pitted by third-party voice applications is greater in reality than
what is shown in our current findings. Therefore, we could consider
our findings as a lower bound of the actual problem and the tip of
the iceberg.

Future work should focus on the automated detection of mis-
information and other harmful outputs in live interactions with
third-party voice applications, perhaps using an independent mon-
toring agent. Furthermore, future work should aim to develop
methods for detecting harmful content directly from the audio out-
puts heard by users rather than relying on transcripts of audio
output. As automated processing of speech is potentially faster
than human processing, it may be possible to develop methods for
detecting and blocking harmful audio outputs in real-time conver-
sational interactions with third-party voice applications, without
affecting the human perception of the timing of the interactions
that do not contain misinformation or other harmful outputs. How-
ever, such detection and blocking must be transparent and ethically
conducted to avoid censorship, as an improperly implemented or
misused filter could negatively impact users.
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