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Enhancement and suppression effects resulting from information structuring in sentences
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Information structuring through the use of cleft sentences increases the processing efficiency of references to elements within the scope of focus. Furthermore, there is evidence that putting certain types of emphasis on individual words not only enhances their subsequent processing, but also protects these words from becoming suppressed in the wake of subsequent information, suggesting mechanisms of enhancement and suppression. In Experiment 1, we showed that clefted constructions facilitate the integration of subsequent sentences that make reference to elements within the scope of focus, and that they decrease the efficiency with reference to elements outside of the scope of focus. In Experiment 2, using an auditory text-change-detection paradigm, we showed that focus has similar effects on the strength of memory representations. These results add to the evidence for enhancement and suppression as mechanisms of sentence processing and clarify that the effects occur within sentences having a marked focus structure.

The relative importance of particular parts of a sentence is signaled through devices of information structuring and prosodic stress, which control the focus of information within sentences, as is made clear in an extensive linguistic literature (see, e.g., Gundel, 1999; Halliday, 1967; Jackendoff, 1972; Rooth, 1992). In the present article, our interest is in the cognitive effects of linguistic prominence, which can be manipulated through information structuring devices, such as the it-cleft construction. This construction is illustrated in (1), which shows how an it-cleft structure can signal prominence linguistically.

(1) It was Harry who threw the snowball at Mary.

This construction consists of a presupposed part—that someone threw a snowball at Mary (Delin, 1992; Prince, 1978)—and a new assertion, that Harry was the person who did the throwing (see, e.g., Hedberg, 2000; Prince, 1978). Use of the it-cleft structure clearly distinguishes the given from the new information and enables speakers to single out the clefted constituent in order to focus attention on it (Hedberg, 2000). Linguistic analyses suggest that the cleft—*it* + *copula* + *clefted constituent*—puts the clefted constituent into referential focus. Effectively, sentence (1) answers the question *Who threw the snowball*, putting emphasis on *Harry* as opposed to on any other individual; hence, the effect of clefting is referred to as *contrastive focus* (e.g., Rooth, 1992).

It is already well established that linguistic focus leads to a privileged and deeper analysis of the focused term. For instance, the Moses illusion in form (2) is easily missed, whereas in (3) it is not (Bredart & Modolo, 1988):

(2) Moses put two of each animal on the Ark, true or false?
(3) It was Moses who put two of each animal on the Ark, true or false?

The point of this illusion is that people do not usually notice that it was *Noah*, not *Moses*, who put the animals on the Ark. However, because the cleft construction in (3) causes a deeper analysis of the term *Moses*, detection of the anomaly is higher in this case. A variety of other studies have shown that focused elements are more easily processed at the discourse level. Cutler and Fodor (1979) manipulated contrastive focus through discourse context, presenting sentences such as (4) or (5) before the target sentence (6):

(4) Which man was wearing the hat?
(5) What hat was the man wearing?
(6) The man on the corner was wearing the blue hat.

Sentence (4) has the effect of putting *The man on the corner* into narrow focus, whereas (5) has the effect of putting *the blue hat* into narrow focus. Using a phoneme monitoring task, it was found that the phoneme detection latency was shorter for words in the scope of focus than for words outside of the scope of focus. Similar evidence of enhancement was found by Sturt, Sanford, Stewart, and...
Dawydiak (2004), who used a visual presentation. They used a text-change task, in which readers saw two successive versions of short passages; the second presentations of the passages sometimes contained a small alteration, comprising a changed word. If the word that changed was within the scope of focus, then detection was enhanced, as opposed to when it was not within the scope of focus, suggesting a stronger memory trace for that word.

Other studies have shown that focus enhances memory for terms within its scope, and that it also enhances priming (Birch, Albrecht, & Myers, 2000; Birch & Garnsey, 1995; Birch & Rayner, 1997). More recently, Cowles, Walenski, and Kluender (2007) showed that both topicalizing an individual in a sentence or short text, and using cleft constructions to manipulate focus, reduced the time required to name the individual that was emphasized. Using auditory presentations, they found that it was necessary to put stress on the word within the scope of the it-cleft in order to obtain clear effects, suggesting that for spoken presentations, corresponding stress is important. In addition, anaphoric resolution is easier for focused than for nonfocused antecedents (Almor, 1999). This type of facilitation has been replicated, and its basis has been examined in detail by Foraker and McElree (2007), which will be discussed later. Raising prominence also ensures that when there are several possible antecedents for a pronoun, the selection of the appropriate one is facilitated (see, e.g., Greene, McKeon, & Ratcliff, 1992; A. J. Sanford & Garrod, 1981; see Cowles et al., 2007, for a discussion of various factors in the pronoun–antecedent selection process).

There is also work suggesting the existence of suppression effects (Gernsbacher & Jescheniak, 1995; see also Gernsbacher, 1989). Using a probe-recognition task, Gernsbacher and Jescheniak showed that the use of vocal stress can bring about both enhancement of the accessibility of a concept and the suppression of access to an earlier unstressed concept in the same sentence. One issue with the Gernsbacher and Jescheniak results is that they demonstrated suppression effects only on unstressed concepts that preceded the introduction of a vocally stressed concept. A more general issue is whether the presence of a stressed (or focused) concept results in the suppression of other concepts, regardless of whether they precede or follow the focused item. Whether mechanisms of enhancement and suppression can be demonstrated for cleft structures in which (in some cases) unfocused concepts follow focused concepts is an open question. Additionally, Gernsbacher and Jescheniak’s demonstrations were restricted to the use of the probe technique; there has been no demonstration of suppression effects in conventional anaphoric resolution, for example.

Finally, it is worth noting that one other piece of research introduces a complication. Using a cross-modal priming paradigm, Norris, Cutler, McQueen, and Butterfield (2006, Experiment 4C) examined the effect of contrastive accent in spoken stimuli, as in:

(7) He suggested that it was really the date of the election that mattered.

Stress could be put on one of two words—for instance, the word election, or the word date. In one condition, date was treated as the target word, and in a subsequent visual presentation, a related word (e.g., time) was given. Participants performed a lexical decision task, which enabled an estimate of the extent of priming from the target word. The question was whether there would be more priming for the target word in the focused (contrastively stressed) condition than in the unfocused (unstressed) case. Norris et al. found that priming occurred in both stressed and unstressed cases; there were no reliable differences. They claimed (p. 174) that contrastive accent does not increase semantic processing on the accented word alone, but that it encourages fuller processing of the meaning of the sentence as a whole. This finding stands in contrast with the claims of numerous other results cited earlier. For the purpose of the present study, however, note that the priming effect obtained for the accented word was 43 msec, whereas for the deaccented word, it was 24 msec. So, numerically at least, there is some evidence for a trend in selective enhancement.

The present experiments were concerned with cleft constructions—prime exemplars of information structuring. We made a direct test of the influence of information structuring (cleft and pseudocleft constructions) on elements that were either within (8) or outside of (10) the scope of focus. We assessed both enhancement and suppression by using a control condition with no narrow focus, which will be referred to as a “neutral” condition, as in (9):

(8) At the party, what Harry liked was the cake. (Cake in narrow focus)

(9) At the party Harry liked the cake. (Neutral)

(10) At the party, it was Harry who liked the cake. (Cake outside scope of focus, but Harry in narrow focus)

The critical issue here was whether cake was advantaged (in terms of some measure of accessibility or depth of processing) in (8) over the neutral condition (9), and whether it would be disadvantaged in (10) as compared with the neutral condition.

We assessed the effects of such information structuring on processing in two experiments. In the first, we used self-paced reading time for an anaphoric sentence. The self-paced reading procedure enables the relative ease of the processing of references to be examined. For a concept to be easily available for pronominal reference, it has to be prominent in the discourse representation (Garnham, 2001; A. J. Sanford & Garrod, 1981). Central to linguistic ideas of how an element within the scope of focus of an it-cleft is treated is the proposal that this element is more referentially available (see, e.g., Gundel, Hedberg, & Zacharski, 1993). Therefore, one can reason that the time to integrate a sentence containing a pronominal anaphor to an antecedent in an earlier sentence will be longer if the antecedent is more difficult to process than it would be if it was easily processed. This reasoning has been used to investigate various aspects of prominence and focus.
(Almor, 1999; Anderson, Garrod, & Sanford, 1983; Gordon & Searce, 1995; Hudson, Tanenhaus, & Dell, 1986; A. J. Sanford, Moar, & Garrod, 1988; see Garnham, 2001, for other examples).

Our predictions were as follows: If focus leads to enhancement of anaphoric integration of elements in focus, then anaphoric sentences should be read more rapidly, providing empirical support for a selective process. Similarly, elements not in the scope of focus of cleft sentences should be suppressed relative to those of a control sentence, and anaphoric sentences should thus be read more slowly. Experiment 1 represented a test of enhancement and suppression within the context of a naturally occurring discourse process (anaphoric integration), and is completely novel with respect to the suppression claim.

Experiment 1 only allowed a check on anaphoric processing efficiency as a result of information structuring. In Experiment 2, we investigated a possible basis for the anaphoric processing effect using a text-change procedure (see, e.g., A. J. Sanford & Sturt, 2002; Sturt et al., 2004), which is essentially a test of the quality of the memory representation of elements (NPs) within and beyond the scope of focus. It also allows a test of alternative conceptions of how focus operates on memory, implementing the selectivity we expect to find. Considerations specific to this experiment, along with the significance of using text change, are discussed in the introduction to Experiment 2.

**EXPERIMENT 1**

**Self-Paced Reading Time**

In Experiment 1, we investigated focus effects by using a whole-sentence self-paced reading time paradigm.

**Method**

**Design and Materials**

A set of 36 sentence pairs was created (see Table 1 for an example). Each pair of sentences consisted of a sentence in a cleft, pseudocleft, and neutral form, and of a target sentence in which the pronoun referred to either NP1 or NP2. In the cleft version, focus was always on NP1, whereas in the pseudocleft version, it was on NP2. There were thus six conditions in all: 3 (antecedent sentence type) × 2 (anaphor referring to NP1 or NP2).

The design allowed for tests of both focus enhancement and suppression. Thus, to show cleft focus enhancement, the appropriate comparison was between target sentences referring to NP1 in the cleft case, as compared with NP1 in the neutral case. To test for suppression, the corresponding comparison was between target sentences referring to NP2 in the cleft case, and targets referring to NP2 in the neutral case. For the pseudocleft case, mutatis mutandis, to check for focus-based enhancement, the comparison was between NP2 reading times, whereas to check for suppression, the comparison was between NP1 reading times.

The 36 experimental stimuli were assigned to six different scripts, so that a given stimuli appeared in only one of its six conditions in a given file, but in all six conditions when rotated over files. Thus, all experimental stimuli appeared in each file, with six stimuli appearing in each of the six conditions. In addition, to each file was added 64 filler items from an unrelated experiment.

**Participants**

Forty-two adults from the Glasgow University community took part in the experiment and were each paid £5. All were native speakers of English, with either normal or corrected-to-normal vision.

**Procedure**

The sentences were presented on a PC laptop using E-Prime (Schneider, Eschman, & Zucolotto, 2002). Participants read at their own pace, pressing the space bar in order to display each sentence. They read the passages line by line on a computer screen, and reading times to the target sentence with millisecond accuracy were collected. Participants were instructed to read at their normal rate, and they were simply told to read for meaning. They then had to answer a comprehension question; for example, the comprehension question associated with the sample presented in Table 1 was “Did he/she wander off to the zoo?”

**Results and Discussion**

**Accuracy**

There was a high proportion of correct answers to the comprehension questions, at 86.4% \((SD = 2.15)\) under the pseudocleft condition, at 85.7% \((SD = 5.17)\) under the cleft condition, and at 87.2% \((SD = 6.13)\) under the neutral baseline condition. None of these numerical differences was statistically reliable.

**Global Reading Time Effects**

The overall reading time results are shown in Figure 1. ANOVAs were carried out by participants \((F_1)\) and by items \((F_2)\) on these data. The only reliable effect was the interaction between the anaphoric sentence (to NP1 or NP2) and the focus condition (cleft, neutral, pseudocleft) \([F_1(2,82) = 24.10, p < .001; F_2(2,70) = 21.43, p < .001]\).

![Figure 1. Mean reading times for anaphoric sentences referring to either NP1 or NP2, in the cleft, pseudocleft, and neutral conditions.](image-url)
This pattern is exactly what would be expected given a pattern of enhancement for focused elements (NP1 for the cleft construction, NP2 for the pseudocleft) and of suppression for the unfocused elements (NP2 for the cleft construction, NP1 for the pseudocleft). These different patterns for cleft and pseudocleft emerge clearly. However, to make the argument of enhancement and suppression fully, each case has to be examined against the appropriate baseline in the neutral sentence. This was done through four planned comparisons, which are detailed below.

Enhancement and Suppression Effects

In order to test for relative enhancement and suppression, comparisons of reading times were made between the neutral (simple declarative) sentence and the cleft and pseudocleft sentences.

Cleft construction. Comparisons by $t$ test were made separately to check for enhancement and suppression effects. To check for enhancement, the target sentence reading times for the anaphoric reference to the focused element of the cleft sentences (NP1) were compared with those for NP1 in the neutral sentences, with reading times being shorter for the cleft condition than for the neutral condition. This difference in reading times (256 msec) is reliable [$t_{1}(41) = 2.78, p < .01$, and $t_{2}(35) = 2.09, p < .05$]. Thus, there was a clear enhancement of integration when the critical anaphoric NP was in focus, as was expected. To determine whether there was a suppression effect, the reading times for the unfocused comparison (NP2) were examined. This time, the unfocused element in the cleft construction led to a longer reading time than did the corresponding neutral control (a difference of 261 msec) [$t_{1}(41) = 2.54, p < .01$, and $t_{2}(35) = 2.41, p < .05$]. There was a reduction in integration efficiency relative to baseline when the NP in question was not in focus. In this case, the unfocused NP was subsequent to the focused NP.

Pseudocleft construction. To test whether pseudocleft focusing leads to enhancement and suppression, we compared target reading times for anaphoric sentences in the focused element versus the neutral element (NP2), and to test for suppression, we compared reading times for NP1.

For the pseudocleft focused comparison, the target sentence was read 164 msec faster in the focused condition than in the neutral condition [$t_{1}(41) = 2.30, p < .05$, and $t_{2}(35) = 2.53, p < .05$]. Thus, there was an enhancement of integration relative to baseline when the NP in question was in focus. For the unfocused comparison, there was an increase of 336 msec in target sentence reading time as compared with that in the neutral condition when the NP was outside of the scope of focus [$t_{1}(41) = 2.43, p < .05$, and $t_{2}(35) = 2.29, p < .05$]. In this case, the unfocused NP preceded the focused NP. There is thus evidence of a reduction in integration efficiency relative to baseline when the NP in question was not in focus.

In both cases, focus facilitated the integration of an anaphoric sentence, as was evidenced by reduced reading times. At the same time, when the anaphoric referent was outside of the scope of focus, reading times were increased, relative to baseline. Thus, both cleft and pseudocleft constructions simultaneously enhanced the integration of sentences referring to focused elements, and they reduced the efficiency of the integration of sentences referring to unfocused elements. This was independent of the order in which the focused and unfocused elements were introduced.

EXPERIMENT 2
Text-Change Detection With Pseudocleft Constructions

In Experiment 1, we utilized a whole-sentence reading time paradigm to examine differential effects on the integration of anaphoric sentences with an earlier sentence that had the key element in or out of the scope of focus. In Experiment 2, we assessed how being within or outside of the scope of focus influenced the representation of a key element. We used the text-change detection paradigm, in which participants hear (or read) a brief text on two successive presentations. With this procedure, there may be a change to a word on the second presentation, and the participant’s task is to indicate when they detect a change. The method is analogous to perceptual change detection, which has been prominent in the vision science literature (e.g., Simons & Levin, 1997) as a way of determining where attention is deployed within a scene. In the same way, the detection of changes to a word in a text indexes the attention paid to that word and the effect that this has on its memory representation. It has been shown that detection is sensitive to clause status (A. J. Sanford, 2002), discourse focus (A. J. S. Sanford, Sanford, Mollo, & Emmott, 2006; Sturt et al., 2004), syntactic and referential complexity (A. J. S. Sanford, Sanford, Filik, & Mollo, 2005), and text-based devices of emphasis (Emmott, Sanford, & Dawydik, 2007).

Sturt et al. (2004) used change detection to examine the effects of cleft constructions and of contextual manipulation of contrastive focus (comparable to Cutler & Fodor, 1979, who manipulated spoken stress). They observed that changes to words within the scope of focus result in better detection than do changes to words that are not focused. However, Sturt et al. did not test the idea that words in cleft constructions that are outside of the scope of focus might show a suppression effect, and this was the primary question under investigation in Experiment 2. Changes to such words should be less well detected, relative to those of a neutral control.

A secondary question concerns the nature of enhancement and suppression. Although there is evidence for a strengthened memory representation for items in focus, there has been relatively little discussion of the nature of enhancement. However, Foraker and McElree (2007) claimed that words in focus result in more distinct representations than those that are not in focus. This idea is similar to the theory used by Sturt et al. (2004), which is based on the notion of the granularity of representations (Hobbs, 1985). The logic is that when the level of the representation of a word is so coarse that it is indistinguishable from the representation of a related word, a change from the original to the related word will not be noticed. According to the granularity theory (Sturt et al., 2004), focus works by making the granularity of a representation finer, resulting in an increase in detections of change.
We can illustrate how focus works by using an example (11) taken from Sturt et al. (2004):

(11) Everyone had a good time at the pub. A group of friends had met up there for a stag night. It was Jamie who really liked the cider, apparently.

The focus of the final sentence is on Jamie, so even though the word cider occurs in the text, it may be represented at such a coarse level of granularity as to be distinguishable only as a drink. So, if the word is changed from cider to beer, this change would not be noticeable. In contrast, if a change was made to a very different concept, such as music, then this would be detectable. At coarse levels of granularity, large semantic changes would be noted, but small differences would not. In contrast, at fine levels of granularity, both small and large changes should be noted. So, if an experimental manipulation compared conditions in which coarse and fine levels were contrasted, there should be an interaction between the semantic distance of changes and granularity condition, with the small semantic changes showing a bigger effect of granularity. This interaction was reported by Sturt et al. and was taken as support for the granularity hypothesis. The account differs from previous explanations of focus, which suggest that focus simply increases the ease of referring to an item.

Thus, our first question was whether we could show suppression effects in Experiment 2, and the second was whether we could obtain the same pattern of interaction obtained by Sturt et al. (2004) for enhancement (a replica) and suppression (constituting novel data).

Method

Design and Materials

A total of 24 experimental stimuli were constructed; each consisted of three sentences. An example is shown in Table 2. For each experimental stimulus, three versions were constructed: pseudocleft, cleft, and neutral. Changes to one word (the noun of NP2) were made in the second presentation of the stimuli. In half of the experimental stimuli, this change occurred in the second sentence, and in the other half of the experimental stimuli, the change occurred in the third sentence. The change could be either to a closely related word, or to a distantly related word. So, the full design was 3 (pseudocleft, cleft, or neutral) × 2 (close or distant change).

The semantic distance variable was validated over the word sets by pretesting for differences in perceived semantic distance. Twenty-four independent participants rated the semantic relationship between the original word and the close and distant changes on a 10-point scale: Low ratings indicated dissimilarity, and high ratings indicated similarity. The ratings were made with the words shown within the context of the experimental stimuli. All 24 stimuli showed significant differences between the semantically distant and semantically close word conditions (all ps < .001). Additionally, there was a reliable difference between the overall rating for the close (M = 7.72, SD = 1.94) and the distant (M = 2.30, SD = 1.46) conditions (sign test, p < .001).

Since word frequency and length might also influence the likelihood of detecting a change, these were matched over the original, distant, and close changes by determining how frequently each word occurred in the British National Corpus (900 million words). The mean log frequencies of occurrence per million were: original = 3.03 (SE = .15), close change = 3.01 (SE = .16), distant change = 3.21 (SE = .19). A one-way ANOVA carried out on these frequencies showed no reliable difference (F < 1). Furthermore, the words were approximately equated for length: first by the number of letters [original = 5.63, close = 5.67, distant = 5.33 (SE = .31)], and second by the number of syllables [original = 1.54, close = 1.67, distant = 1.63 (SE = .14)]. Two separate one-way ANOVAs showed no reliable differences (both F < 1).

In addition to the 24 experimental stimuli, 24 filler items with the same three constructions were created (matched fillers), but these did not contain a change on the second presentation. A further 32 filler items with different structural configurations were added to the set of stimuli; 24 of these contained very obvious changes ranging over locations from early in the first sentence to late in the final sentence. The remaining 8 contained no changes across presentations. Previous work (see, e.g., A. J. S. Sanford et al., 2005) had demonstrated that this mixture of fillers—with and without changes—eliminated the ability of participants to predict when a change might occur. The stimuli were assigned to six playlists; each contained only one of the six possible versions of each experimental stimuli. The 32 fillers (in three versions) were rotated over the files so that each type appeared equally often in the lists.

Recording The stimuli were recorded by speakers from the Royal Scottish Academy of Music and Drama to ensure that the recordings were of clear voice quality. A male’s voice was used for the recording of the first presentation, and a female’s voice was used for the second, in order to minimize the possibility of participants detecting surface changes. Speakers were asked, when reading the stimuli, to consider the point of the story (i.e., who was the main character or what was the theme) and to read the stimuli clearly and naturally. A 5-sec interval followed each pair of stimuli on the recording. The stimuli were arranged in the playlists in a fixed, random order.

With speech, much of the information structuring signal is carried by well-understood changes in pitch track (see, e.g., Ladd, 1996; Pierehunbert & Hirschberg, 1990), in which there are changes in the fundamental frequency and duration of words within the scope of focus. Recall that Cowles et al. (2007)—in their comparison of different devices of emphasis—found that only when contrastive stress was given to a word within the scope of it-cleft focus was there any enhancement effect. In the present case, we established whether natural pitch-track changes were present in our stimuli. Pitch-track data on the spoken experimental stimuli were obtained using Praat—a freeware program for the analysis and reconstruction of acoustic speech signals (Boersma & Weenink, 2005). Measures of duration and changes in pitch contour (maximum — minimum fundamental frequency, f0) were taken from the speech record for each target word, when it was in the pseudocleft (henceforth “focus”), cleft (henceforth “unfocused”), and neutral conditions.

Examples of pitch accent occurring on the target words in one experimental stimulus are shown in Figures 2A, 2B, and 2C. These figures illustrate the annotated pitch contour (changes in the fun-
Figure 2. Examples of annotated pitch tracks for an experimental stimulus in the (A) focused (pseudocleft) condition, (B) unfocused (cleft) condition, and (C) neutral condition.
damental frequency, \( f(0) \) for the target sentence in the experimental stimulus, with the critical word (\textit{drawing}) separated out so that measures of duration and changes in pitch can be obtained.

In Figure 2A, the focus condition, the pitch accent on the word \textit{drawing} rises sharply before falling, forming what Ladd (1996) has described as the “hat”-shaped pitch contour. Note also that the duration of the critical word is longer—a typical indication of emphasis being added to a word. In Figure 2B, the unfocused condition, the main focus of the sentence is on the subject (\textit{Sally}) rather than on the critical word, which receives less emphasis, resulting in smaller changes in pitch and in a shorter duration of the critical word. In the neutral condition (Figure 2C), the pitch contour over the word \textit{drawing} is relatively flat, and the duration is also shorter than it is in the focused condition.

The data (means and SEs) are presented in Table 3. Since Speaker B recorded the second presentations of stimuli, when the critical words could change to either a related or unrelated word, the data for this speaker have been further divided, so that the patterns for the stimuli when the critical word changed can be displayed.

A one-way repeated ANOVA and post hoc analysis showed that for Speaker A, the manipulations of focus had resulted in longer durations of the critical word \((p < .001)\) when the word was the focus of the sentence than when the word was unfocused or when the word occurred in the neutral condition \((p < .001)\). However, no differences in duration were observed between unfocused and neutral conditions \((p > .10)\). A similar pattern was obtained for changes in pitch, with larger changes in pitch occurring for critical words in the focused condition than in the unfocused condition \((p < .01)\) or the neutral condition \((p < .05)\). Differences in the change in pitch were nonsignificant between the unfocused and neutral conditions \((p > .10)\).

An analysis of the speech data for Speaker B showed main effects for both duration \((p < .001)\) and changes in pitch \((p < .005)\). In both of the semantic distance conditions, longer durations of the critical word occurred when that word was in focus \((p < .001)\) than when the word was either unfocused or the word occurred in the neutral condition \((p < .001)\). Again, no differences in duration were observed between unfocused and neutral conditions \((p > .05)\).

The analysis of the pitch data from Speaker B, for both closely and distantly related critical words, revealed larger changes in pitch for critical words in the focused condition than in the unfocused condition (close condition, \( p < .01 \); distant condition, \( p < .05 \)) or the neutral condition (close, \( p < .05 \); distant, \( p < .001 \)). Differences in the change in pitch were nonsignificant between the unfocused and neutral conditions (close, \( p > .1 \); distant, \( p > .05 \)). Overall, these results show that critical words in the first or second presentation in the focused condition had longer durations and larger changes in pitch than did critical words in the other two conditions. This pattern holds true for both speakers and, for Speaker B, the pattern is consistent across both of the levels of semantic distance.

Participants

Ninety students from the Glasgow University community took part in the experiment; they were each paid £5. All were native speakers of English. None were aware of the purpose of the study.

Procedure

Testing took place in a quiet room with only the experimenter and participant present. Before the experiment began, the participants were given written instructions explaining that they were going to hear a series of vignettes, each repeated twice, and that some of the vignettes might have a small change the second time they were heard. Each participant listened to the 80 stimuli through a laptop computer; the sound was tested beforehand to ensure that the participant could hear the sentences clearly. After each pair of presentations of a vignette, the recording was paused and the participant was asked whether he or she had noticed a change between the two presentations, and if so, exactly what the changes were. A response was considered correct if the participant noticed the change and could state what the change involved (e.g., \textit{chair} changed to \textit{seat}). The experimenter was present throughout the whole session and noted the participants’ responses.

Results and Discussion

The mean percentages of changes correctly detected are shown in Table 4, along with an indication of the semantic distant effects under each focus condition.

The arcsine-transformed proportional data were analyzed using a 3 (sentence type) \( \times 2 \) (close vs. distant change) ANOVA. Detection rates were higher for dis-

---

**Table 3**

<table>
<thead>
<tr>
<th>Duration of Words (sec)</th>
<th>Maximum — Minimum Pitch (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Focused</td>
</tr>
<tr>
<td></td>
<td>( M )</td>
</tr>
<tr>
<td>Speaker A</td>
<td></td>
</tr>
<tr>
<td>Close</td>
<td>.58</td>
</tr>
<tr>
<td>Distant</td>
<td>.52</td>
</tr>
<tr>
<td>Speaker B</td>
<td></td>
</tr>
<tr>
<td>Close</td>
<td>.54</td>
</tr>
<tr>
<td>Distant</td>
<td></td>
</tr>
</tbody>
</table>

---

**Table 4**

<table>
<thead>
<tr>
<th>Type of Sentence Construction</th>
<th>Heat Detection Rates</th>
<th>Distance Effect (Distant – Close)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( M )</td>
<td>( SE )</td>
</tr>
<tr>
<td>Distant change</td>
<td>91.10</td>
<td>.02</td>
</tr>
<tr>
<td>Close change</td>
<td>81.39</td>
<td>.012</td>
</tr>
<tr>
<td>Overall</td>
<td>86.25</td>
<td>.01</td>
</tr>
<tr>
<td>Distance effect</td>
<td>9.71</td>
<td>16.11</td>
</tr>
</tbody>
</table>
tart than for close changes \(F_1(1,89) = 84.66, p < .001; F_2(1,23) = 20.04, p < .001\). There was a main effect of focus \(F_1(2,178) = 64.03, p < .001; F_2(2,46) = 37.88, p < .001\). Planned comparisons (Bonferroni) revealed that the differences between focus conditions were all significant (all \(p < .001\)), showing suppression and enhancement effects. Suppression of the unfocused element occurred, even though it followed the focused element.

There was a trace of an interaction \(F_1(2,178) = 3.78, p < .05\), but it was nonsignificant by items \(F_2(2,46) = 1.23, p > .10\). To examine the specific effects of enhancement and suppression on the granularity of processing, a series of 2 (focus) \(\times\) 2 (semantic distance) ANOVAs were conducted, comparing the distance effect in each pair of focus conditions (i.e., focused/unfocused, focused/neutral, unfocused/neutral). First, an analysis comparing the focused/unfocused condition’s interaction with semantic distance revealed a significant interaction by \(F_1\) but not by \(F_2\). \(F_1(1,89) = 7.43, p < .01; F_2(1,23) = 1.94, p = .18\). Detecting changes to semantically related words was more facilitated when the critical word was in focus. This analysis replicates the results reported by Sturt et al. (2004). The interaction between the focused/neutral conditions and semantic distance was also significant by \(F_1\), but not by \(F_2\). \(F_1(1,89) = 3.83, p < .05; F_2(1,23) = .61, p = .44\). Finally, the two-way interaction between unfocused/neutral conditions and semantic distance was not reliable \(F_1(1,89) = 0.58, p = .45; F_2(1,23) = 0.83, p = .14\). These results thus provide some evidence in favor of a granularity account for enhancement, but there is no support for a granularity account for suppression (although the data are numerically in the right direction).

**GENERAL DISCUSSION**

Cleft constructions are used to put emphasis on elements within the scope of the cleft. In the present article, we explored the mechanisms through which emphasis is realized, using two experimental procedures. In Experiment 1, we explored anaphoric integration, a key element of discourse comprehension. The experiment utilized a self-paced sentence-by-sentence reading procedure, allowing a test to be made of the ease of anaphoric integration of sentences referring to antecedents that were within the scope of clefting (focus), or beyond the scope of clefting, or in simple declarative control constructions. The results showed enhanced (faster) integration for anaphors referring to words within the scope of clefting than for the control case, but suppressed (slower) integration for anaphors to words outside of the scope of clefting, as compared with those for the appropriate control. This result has not been observed previously with anaphoric integration. Furthermore, the suppression and enhancement effects occurred regardless of the order in which the focused and unfocused elements were introduced.

Our findings go beyond the observations of Gernsbacher and Jescheniak (1995) in a number of ways. First, we have demonstrated that clefting induces both enhancement and suppression effects during the act of anaphoric integration, which is central to discourse processing. Furthermore, we have demonstrated that the order of focused and unfocused elements has no effect on this. Primarily, Gernsbacher and Jescheniak’s studies aimed to test the idea that stressed (or focused) elements are enhanced, and that a stressed element will suppress a previously presented element. We are not claiming, as they did, that an unfocused element is suppressed by a subsequent, focused element. Rather, we have shown that cleft constructions bring about enhancement of focused words and suppression of unfocused elements, regardless of the order in which they appear.

In Experiment 2, we explored the strength of the memory trace of words within and outside of the scope of focus using a text-change detection procedure. The results again showed that for cleft constructions, enhancement effects (better detection relative to a control) occurred for words within the scope of focus, and that suppression effects (poorer detection) occurred for words outside of the scope of focus. In this study, suppression effects were also observed in the case in which the unfocused word followed the focused word, as in Experiment 1. These findings may be taken as consistent with the position of Foraker and McElree (2007) with respect to enhancement effects with cleft constructions. Using speed–accuracy trade-off estimates of accessing antecedents, these investigators concluded that clefting increases the strength of the representation of a focused word in memory.

The results of both experiments run counter to the claim by Norris et al. (2006) that there are no differential enhancement effects among constituents of a sentence that are given contrastive stress. Because our data plainly show that in the case of clefting there are not only differential effects, but also suppression effects, we suggest that their findings are limited to the particular case they presented, or that they are incorrect in general (as was argued in the introduction).

Experiment 2 enabled us to test the idea that when a word is in focus, its meaning representation is at a finer grain than when it is not in focus. This view is consistent with Foraker and McElree’s (2007) idea that stronger memory representations are more distinct representations. According to the granularity account (Sturt et al., 2004), changes to words in focus should be more detectable than to words not in focus, and the semantic distance effect should be reduced for these items. This is because finer grains of representation will give an advantage to words with similar meanings as opposed to words with very different meanings. By extension, for Experiment 2, the semantic distance effect should be smaller for the focused condition than for the control (due to an increase in the fineness of grain), and it should be larger for the unfocused condition than for the control (due to a decrease in the fineness of grain).

For the enhancement effect (focused as compared with baseline), there was some evidence for such an interaction, although it was present only in the by-subjects analysis. For the suppression effect (unfocused as compared with baseline), there was no trace of an interaction. Thus, the granularity hypothesis received some support in the case of enhancement, but not in the case of suppression. This result could be due to a lack of sensitivity or power in
the data. Or, if we take the findings at face value, it may be the case that when suppression occurs, it is not through a mechanism of reduction of grain of the semantic representation of the element in question, relative to baseline. Only further experimentation will cast light on this problem.

In sum, we have shown that suppression and enhancement effects result from using cleft constructions, and that these effects do not depend on the order in which the focused and unfocused words appear. The effects appear in the act of anaphoric integration, and also in the strength of underlying memory traces revealed by the change detection task. The evidence provides support for the predictions of the granularity theory for enhancement, but not for suppression.
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