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Abstract

Intra-Stark Spectroscopy (8§ is the spectroscopy within the quasistatic Starklprofia spectral
line.Inthel$ some | ocal depressions (fAdi pge&tark occur
profile of a spectral line. This phenomenon arises when radiating atoms/ions are subjected
simultaneously to a quasistatic figtkdand to a quasimonochromatic electric figld) at the

char act er i st iThe préesentpppeeadvances the study of the relativistiedissna
interaction from our previous paper (Oks et al, Optics Ex@8§2017) 1958)First, by

improving the experimental conditions and the diagnostipspvidesa systematispectroscopic

study of the simultaneous production of the Langmuir waves and of the ion acoustic turbulence at
the surface of the relativistic critical density. It demonstrates a reliable reproducibility of the
Langmuirwavecaused dips at éhsame locations in the experimental profiles of Si XIVbeya

line, as well as of the deduced parameters (fields) of the Langmuir waves and ion acoustic
turbdence in different laser shotSecond, this study employs for the first tithe most rigorous
condition of the dynamic resonan@a which the IS phenomenon is based, compared to all
previous studies in all kinds of plasmas in a wide range of electron densities. It shows how
different interplays the Langmuir wave field with the field of the iooustic turbulence lead to
different manifestations in spectral line profiles, including the disappearance of the Langmuir
wavecaused dips.
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1. Imtroduction

Plasma spectroscopy provides powerful tools for diagnostics of various laboratory and
astrophysical plasmas — see, for example, books [1-8] published over the last 25 years and listed
in the chronological order. An important part of plasma spectroscopy 1s the Intra-Stark
Spectroscopy (ISS), which 1s the spectroscopy within the quasistatic Stark profile of a spectral
line. This terminology was introduced first in papers [9, 10] because of some physical analogy
with the well-known Intra-Doppler Spectroscopy, where due to nonlinear optical phenomena
some depressions occur at certain locations of the Doppler profile of a spectral line. In the ISS
some local depressions (“dips’) occur at certain locations of the quasistatic Stark profile of a
spectral line. This phenomenon arises when radiating atoms/ions are subjected simultaneously to
a quasistatic field F and to a quasimonochromatic electrie field E(t) at the characteristic
frequency . In the heart of this phenomenon 1s the dynamic resonance between the Stark
splitting of hydrogenic spectral lines and the frequency @ or its harmonics. The greatest
distinction of ISS from Intra-Doppler Spectroscopy is that in ISS, despite the applied electric
field bemg quasimonochromatic, there occurs a nonlmear dynamic resonance of a
multifrequency nature, as explamed in detail m paper [11]. Further details on the theory of the
ISS can be found in book [1].

The most studied experumentally 15 the situation where the quasimonochromatic electric field
E(t) represents a Langmuir wave. The corresponding dips in spectral line profiles are called L-
dips. The practical significance of studies of the L-dips 1s threefold. First, they provide the most
accurate passive spectroscopic method for measuring the electron density N; m plasmas, e.g.
more accurate than line broadening measurements. In the benchmark experiment of Kunze’s
group [10], where plasma parameters were measured independently of spectral line shapes, 1t
was shown that this passive spectroscopic method for measuring N; does not differ in its lugh
accuracy from the active spectroscopic method — more complicated experimentally — using the
Thompson scattering. Second, they provide the only non-perturbative method for measuring the
amplitude of Langmuir waves i plasmas. Third, in laser-produced plasmas they help to reveal
the physics of the laser-plasma interaction.

Book [1] and later reviews [12-14] summanze all the experimental studies of the L-dips with
applications to plasma diagnostics. Specifically, mn x-ray spectral line profiles enutted in laser-
plasma interactions, there were three experimental studies (and diagnostic applications) of the
ISS, as follows.*'

In the first study, reported in paper [16]. the incident laser intensity was relatively low: 2x10™
W/em?. In the second study, reported in paper [17], where the experiment was performed using a
femtosecond laser-driven cluster-based plasma, the incident laser intensity was (0.4 — 3)x10'®
W/em? (on the threshold for relativistic laser plasma interaction). In the third study, reported in

* We note also the experimental study of the L-dips in x-ray spectral line profiles performed at the Z-
pinch [15] rather than in laser-produced plasmas.



paper [18]. the incident laser intensity was ~10*! W/cm®, causing strongly relativistic laser-
plasma interaction. In the latter experiment, in addition to the Langmmur waves, there were
discovered spectroscopically, for the first time, ion acoustic waves 1 laser-produced, high-
density plasmas; the simultaneous production of both kinds of these waves was attributed to the
development of the Parametric Decay Instability (PDI) [19] at the surface of the relativistic
critical density.

The work reported in the present paper advances the study of the relativistic laser-plasma
interactions from paper [18] by having the following new features. First, in the present
experiment a plasma mirror was used to sigmficantly improve the laser contrast. As a result,
there was a much smaller laser pre-plasma (compared to the experiment from paper [18]),
allowing the main laser pulse to interact with a higher density plasma.

Second, this improvement enabled us to perform a systematic spectroscopic study of the
simultaneous production of the Langmuir waves and of the 1on acoustic turbulence at the surface
of the relativistic critical density. This was achieved by the spectroscopic analysis of the same
spectral line (Si XTIV Ly-beta) in three different shots of about the same laser intensity 2x10°°
W/em®. This demonstrated reliable reproducibility of the L-dips at the same locations in the
experimental profiles, as well as of the deduced parameters (fields) of the Langmuir waves and
1on acoustic turbulence in all three shots.

Third, this study employed for the first tume the most rigorous condition of the dynamic
resonance (which makes possible the ISS phenomenon) compared to all previous studies n all
kinds of plasmas. over a wide range of electron densities. By doing so we showed how different
interplays between the Langmuir wave field with the field of the 10n acoustic furbulence lead to
distinct spectral line profiles, including the disappearance of the L-dips.

2. X-ray spectra measurements

The experiments were performed at Vulcan Petawatt (PW) laser facility at the Rutherford
Appleton Laboratory [20]. Vulcan PW generates a beam using optical parametric, chirped pulse
amplification (OPCPA) technology at central wavelength of 1054 nm and a pulse of the duration
at the full-width-half-maximum (FWHM) of ~1.0 ps. In our previous experuments [18], the
OPCPA technology was used, enabling an amplified spontaneous emuission (ASE) to the peak-
intensity contrast ratio exceeding 10¥. In our present experiments a plasma mirror [21] was
employed to increase the contrast ratio to the 10"! range, ensuring that the main pulse interacted
with an unperturbed, cold target. The highest laser pulse energy measured before the compressor was
~620 I, whule the efficiency of the beam delivery line including the laser compressor, £3 off-axis parabolic
murror and plasma nurror was measured as 50%, which corresponds to ~300 T laser energy on target on
average. The p-polarized, focusing beam was reflected by the plasma murror, to a focal spot of 7 ym
(FWHM), at an incident angle of 45° to the normal to the target surface, as shown in Fig. 1. The
central focal spot contained 30% of the laser energy, resulting in a maximum mntensity of ~2-
3x10% W/enr'.

The x-ray enussion of the plasma was registered by means of a focusing spectrometer, with a
spatial resolution (FSSR), at the directions close to the normal to the target surface, from the rear
side of the target. To obtain the spectra with a high spectral resolution (2./54 ~ 3000) 1n a rather
broad range from 5.15 to 5.85 A the FSSR [22-24] was equipped with quartz spherically bent
(radis of curvature R=150 mm) crystal 10-11 (2d ~ 6.6 A) installed at a distance of 332 mm
from the target.



The spectra were recorded by means of Fujfilm TR Image Plate (IP) detectors protected against
the exposure to the visible light by two layers of 1 pm-thick polypropylene (C:Hg), with 0.2 ym
Al coating. Additionally, to prevent saturation of the detectors, the Mylar (C1oHszOy) filter of 5
um thickness was placed at the magnet entrance. The background fogging and crystal
fluorescence due to intense fast electrons was limited by using a pair of 0.5 T neodymium-iron-
boron permanent magnets that formed a 10 mm wide slit in front of each crystal. Typical K-shell
X-ray spectra of S1 measured from the rear side of different solid targets are presented m Fig.

1(b).
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Fig. 1. (a) Schematic of the experimental setup. (b) High resolution spectral measurements of the Lyp line
of 51 XTIV obtained in different laser shots (see Table 1 for details of the laser shot parameters).

Four types of targets were used in our expeniment. The parameters of the targets and laser
pulses are presented in Table 1.

Table 1. Target and laser shot parameters used in the present expenments

Target/ Shot | Laser energy, | Laser energy | Laser pulse | Focal  spot | Intensity on

J on target, J length, ps diameter, ym | the target |
10 W/em?

S1 2 um/ Shot | 620 (+/- 10%) | 310 1.2 7 2.0

A

CH 2um + S1 | 490 (+/- 10%) | 245 1 7 1.9

2un + CH 2

um/Shot B




CH 2 um + Si | 520 (+/- 10%) | 260 1.1 7 19
2 pm/Shot C

S13N4 0.5 | 225(+-10%) | 110 1 7 09
uny/'Shot D

3. Analysis of the experimental profiles of the S5i XTIV Ly-beta line

In shots A B.C, the experimental profiles, indicated by “Exp” m Fig 2, exhibat two very
distinct bump-dip-bump structures. The dips are located practically symmetrically with respect to
the unperturbed wavelength of the line: one dip — m the blue wing, the other — n the red wing.
Below we present the evidence that these are Langmuir-wave-induced dips (L-dips). Moreover,
each of them 1s an L-super-dip, 1.2, the superposition of two L-dips at the same location.
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Fig. 2. Experimental profiles of the S1 XTIV Ly-beta line in shots A B.C (blue color in the online version)
and their comparison with simulations using code FLYCHK (red color in the online version) at the
electron density N = 62107 cm™ and the temperature T = 500 €V.

According to the theory [1]. L-dips ongmate from a dynamic resonance between the Stark
sphitting

t0:art{F) = 3nhF/(2Z:mee) (1)

of hydrogenic energy levels, caused by a quasistatic field F in a plasma, and the frequency cr of
the Langmur wave, which practically comncides with the plasma electron frequency @p. =
(4me’NJ/m,)'?

Wrtark(F) = Stope (Ne), 5=1,2, __. (2)
Here n and Z; are the principal quantum number and the nuclear charge of the radiating

hydrogenic atom/1on (radiator), s 1s the number of quanta (Langmur plasmons) mvolved in the
resonance.



From the resonance condition (2), one determunes specific locations of L-dips in spectral line
profiles, which depend on N, since w,,. depends on N,. In particular, in the situation where the
quasistatic field F 1s donunated by the Low-frequency Electrostatic Turbulence (LET), e g, the
ion acoustic turbulence, for the Ly-lnes, the distance of an L-dip from the unperturbed

wavelength g can be expressed as: A4, (gs,N,) = [/IS (25:'::)] qse,(N,) . Here ¢ = n1 — n2 1s

the electric quantum number expressed via the parabolic quantum numbers »; and ny: g = 0, £1,
=2, ..., (n—1). The electric quantum number marks Stark components of Ly-lines. For a pair of
Stark components, corresponding to the electric quanfum numbers g and —g, there could be a parr
of L-dips located symmetrically in the red and blue parts of the spectral line profile:

Aly(gs,N) =1 [/102 (z,w)] gsm,,(N,). (3)

Equation (3) shows that for a given electron density N., the location of the pair of L-dips 1s
controlled by the product |gls.

The Ly-beta line has two Stark components in each wing, corresponding to ¢ = 1 and g = 2.
Therefore, the L-dip mn the profile of the component of ¢ = 1 due to the two-quantum resonance
(5 = 2) cowncides by its location with the L-dip in the profile of the component of ¢ = 2 due to the
one-quantum resonance (s = 1). The superposition of two different L-dips at the same location
results in the L-super-dip with signmificantly enhanced visibility.

This L-super-dip 1s observed twice in the experimental profiles of the S1 XTIV Ly-beta line in
shots A B.and C: one — in the blue part and the other in the red part. These L-super-dips are
located practically symmetrically at the distance Alsp(N:) = 24 mA from the unperturbed
wavelength. According to Eq. (3) with |g|s = 2, this translates into the electron density N, =
2.2x10* em™ (We remind the reader that this passive spectroscopic method for measuring N; is
just as accurate as the active spectroscopic method using the Thompson scattering, as noted in
the Introduction, with the reference to the benchmark experiment [10]). Tlus electron density 1s
about the same as deduced 1n paper [25] by analyzing total intensities (rather than shapes) of S1
XIV and Si1 XTI spectral lines (using code ATOMIC) in the plasma region (called zone 1 in
[25]), from which these lines were emutted, the experiment being performed at the same laser
facility at about the same incident laser intensities.

As for the would-be L-dip corresponding to |gls = 1, 1e_, the L-dip in the profile of the Stark
component of g=1 due to the one-quantum resonance (5 = 1), 1t 15 not visible in the experimental
profiles for the following reason. The location, where this L-dip would have been occurred, 1s
too close to the central part of the profile. The central part of the profile correspond to the
relatively small values of the field F, which are not quasistatic — see, for example review [26].
Therefore, the would-be L-dips, corresponding to |g|s = 1 would not be observed.

At the absence of the LET, the quasistatic field required for the formation of the L-dips would
be represented by the 1on mucrofield. In this case, for relatively high electron densities, such as
N: > 10* em™, due to the spatial non-uniformity of the ion microfield the mid-point between the
two L-dips in the pair would be sigmificantly red-shifted [10, 1]. However, such shift was not
observed in the present experiment. This 1s an mdication that the quasistatic field required for the
formation of the L-dips was represented primarily by the LET donunating the 1on microfield.

Another indication of the presence of the LET comes from modeling the experimental profile
using the code FLYCHK. This 1s an advanced code, but 1t does not take into account of the LET
and the L-dips (the modelled profiles are shown in Fig. 2)_ It yielded T = 500 eV and N: = 6x10*



cm™. This value of Nz is one and a half orders of magnitude higher than the electron density N, =
2. 2x10** em™ deduced from the experimental L-dips.

The physical mechamsm producing simultaneously the Langmur waves and the LET
(specifically, the 1on acoustic turbulence) out of the laser field 1s the Parametric Decay Instability
(PDI). PDI 15 a nonlinear process, m which an electromagnetic wave decays into a Langmuir
wave and an 1on acoustic wave at the surface of the critical density V. determuned from the
equation

@ = @pe(Ne), 4

where @ 15 the laser frequency — see e.g. references [19, 27]. For the laser frequency
corresponding to the wavelength A of approximately 1054 nm in the present expeniment, Eq. (4)
yields N = 1.0x10*! em™. However, for relativistic laser intensities 7 > 10'* W/em®, 1e. those
corresponding to the present experiment, the ‘relativistic’ critical electron density N, becomes
greater than N, [28-30]. For the linearly-polanzed laser radiation, it becomes [31]

N =|:;m.-"ﬁl'r.*r:*.ﬁ:r2 L I(Wiem* ) - (5)
7 e’ A=A 370

For the laser intensities of the incident laser wave at the surface of the target Luy = 2x10%°
W/em?, used in shots A B and C Eq. (5) yields N» = 1x10*? em™, which is just a factor of two
smaller than the electron density N, = 2.2x10* em™ deduced from the experimental L-dips.

However, the actual intensity of the transverse electromagnetic wave in the plasma can be
significantly greater than the intensity of the incident laser radiation at the surface of the target
because of a number of physical effects. One of them is the self-focusing of the laser beam n
plasmas — see, e g papers [32, 33] and reviews [34, 35) providing details of the process of the
laser propagation in the plasma corona at the overcritical density. The other relevant effects
enhancing the fransverse electromagnetic wave in the plasma are Raman and Bnlloun
backscattering. There are experimental proofs of such enhancement — see. e g, paper [36]. In the
present experiment in shots A, B and C, for the relativistic critical density to be approximately
equal to the density N = 2.2x10 cm™ deduced by the spectroscopic analysis, would require
only a factor of two enhancement in the laser amplitude.

Thus, 1t was the PDI at the swface of the relativistic critical density that produced
simultaneously the Langmuir waves and the ion acoustic turbulence in shots A B and C. The
amplitude Ep of the Langmur wave can be determined immediately from the experimental
profile by using the expression for the half-width 6A12 of the I-dip, 1.e.. the separation between
the dip and the nearest “bump™ [1]:

Ah1n = (3/2)*hg*n"hEo/(8mmeecZ,). (6)
Substituting the experimental 6i;7 1n Eq. (6), we obtain the following values of the amplitude of

the Langmuwir waves: Ep = 0.7 GV/em, 0.5 GV/ecm, and 0.6 GV/em for shots A, B and C,
respectively.



The resonant value of the quasistatic field Fie. responsible for the formation of the L-dips, can
be determined from the resonance condition (1):

msmk(Pm:) = Sidpe Uﬁ!). (?)

For the formation of the L-dips the value of Fie: 1s required to be at least several tumes ligher
than Ep (the L-dips cannot form if Eo/Fres > 0.5) — see [1]. For shots A, B and C, Eq. (7) yields:
F..=65GV/em for s =2 and F,.. = 3.25 GV/cm for 5 = 1. These values of F,.. are about 10 and
5 tumes higher than the Langmuir wave amplitude Ej, respectively. Thus, the condition necessary
for the formation of the L-dips was fulfilled mn shots A, B and C For a detailed quantitative
analysis/modeling, we calculated the theoretical profiles, providing the best fit to the
expenimental profiles from shots A, B and C as follows. The total quasistatic field F 1s the vector
sum of two contributions: F = F; + F;. The first contribution F; is the field of a LET, while the
second contribution F; 15 the quasistatic part of the 1on microfield. We employed the results from
paper [37] to calculate the distributions of the total quasistatic field F = F: + Fi,. Specifically, we
calculated the distribution of the total quasistatic field F in the form of the convolution of the
APEX distribution of F; [38] with the Rayleigh-type distribution of F; [37] (We note that for the
case where the characteristic value of the LET 1s much greater than the characteristic value of the
1on mucrofield, the analytical results from paper [39] provide a robust way to calculate the
distribution of the total quasistatic field without calculating the convolution, though we did not
use these results here). We also took into account the broadening by the electron microfield, the
Doppler, the mstrumental broadenings, as well as the theoretically expected asymmetry of the
profiles (for the theory of the asymmetry we could refer to papers [40, 41] and references
therem). For calculating the details of the spectral line shape in the regions of L-dips we
employed the analytical solution in references [11, 1] for the wave functions of the quasienergy
states, the latter bemng caused simultaneously by all harmonics of the total electric field E(t) = F
+ Ej cos(eyg.t) (vectors F and Eg are not collmear). For additional details we refer to paper [11]
and to book [1] (Sect. 4.2).

Figure 3 shows the comparison of the theoretical profiles, allowing, in particular, for the LET
and L-dips, with the corresponding experimental profiles from shots A, B and C. The theoretical
profiles were calculated at N. = 2.2x10** cm™ and the temperature T = 600 eV, 550 eV, and 600
eV for shots 18, 22, and 24, respectively. The comparison demonstrates good agreement between
the theoretical and experimental profiles, and thus remforces our interpretation of the
experimental profiles.

This modelmg yielded the following values of the root-mean-square field of the LET: Frm: =
4.8 GV/em, 4.4 GV/em, and 4.9 GV/em for shots A, B and C respectively. For companson, the
characteristic ion microfield Fjqp = 2.603 eZ'°N.*% was 1.5 GV/em.
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Fig. 3. Comparison of the experimental profiles of the S1 XIV Ly-beta line (solid line, blue m the online
version, marked Exp) with the theoretical profiles (dotted line. black. marked Sim) allowing for the
effects of the Langmuir waves, the LET, and all other broademing mechanisms (see the text). In the
profiles from shots A. B and C, there are clearly seen ‘bump-dip-bump’ structures (both 1n the red and
blue parts of the profiles) typical for the L-dips phenomenon. The following parameters provided the best
fit: (a) N, = 2.2x10% cm™®, T = 600 €V, Fpm: = 4.8 GV/icm, .E'g 0. ? GViem; (b) N, =22x10% ecm™, T =
550eV, Fimme =44 GV -'rcm, Eo=0.5 GV/em: (c) Ne =2.2%10% cm™, T= 600 eV. Ferm: = 4.9 GV/em, Ea =
0.6 GV/em; (d) N, = 6.6x10* em3 T'=550 eV, Fypm: = 2.0 GViem, E;=2.0 GV/em.

Now we proceed to analyze the experimental profile of the S1 XIV Ly-beta line m shot D - see
Fig. 3 (d). The experimental profile does not show bump-dip-bump structures — i distinction to
shots A, B and C. In shot D the ncident laser intensity was I = 8.8x10" W/em’, 1.e., it was
significantly lower than in shots A. B and C. The corresponding relativistic critical density 1s N, =
6.6x10*! em™. The modeling using code FLYCHK (that does not take into account the LET and the
Langmuir waves) yielded N. = 1.7x10" cm™, which is one and a half orders of magnitude higher
than the relativistic critical density.

It 1s unlikely that the experimental profile m shot D, produced at the significantly smaller laser
mtens,lr% than in shots A. B and C, would be emutted from the region of the electron density N: =

1.7x107 em™ by an order of magnitude higher than the region of the electron density N. =
2.2x10% cm, from which the experimental profiles were emitted in shots A B and C. The most
probable interpretation of the experimental profile 1 shot D 1s the following.

In shot D the electron density was sigmificantly lower than in shots A, B and C. Therefore the
damping of the Langmuir waves was significantly lower, which could allow the Langmur waves






