Particle statistics and lossy dynamics of ultracold atoms in optical lattices
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Experimental control over ultracold quantum gases has made it possible to investigate low-dimensional systems of both bosonic and fermionic atoms. In closed 1D systems there are a lot of similarities in the dynamics of local quantities for spinless fermions and strongly interacting “hard-core” bosons, which on a lattice can be formalised via a Jordan-Wigner transformation. In this study, we analyse the similarities and differences for spinless fermions and hard-core bosons on a lattice in the presence of particle loss. The removal of a single fermion causes differences in local quantities compared with the bosonic case, because of the different particle exchange symmetry in the two cases. We identify deterministic and probabilistic signatures of these dynamics in terms of local particle density, which could be measured in ongoing experiments with quantum gas microscopes.

PACS numbers: 37.10.Jk, 67.85.-d, 42.50.-p

I. INTRODUCTION

In the past few years, there has been rapid progress in the characterization and control of dissipative dynamics for ultracold atoms in optical lattices. While these systems are most known for the possibility to engineer Hamiltonians for strongly interacting systems towards quantum simulation purposes,1,2 the same level of microscopic understanding, in which models can be derived from first principles under well-controlled approximations, is also available for most of the dominant forms of dissipation that occur naturally in experiments. This applies, in particular, to our understanding of incoherent light scattering and the resulting dephasing of the many-body state3,4, and to our treatment of atom loss.5 Studying these sources of dissipation is of importance well beyond gaining a better understanding of experimental imperfections - it allows for the use of dissipation (i) in probing many-body states and their dynamics6,7, (ii) in the controlled preparation of interesting many-body states8,9, and (iii) in understanding how signatures of fundamental effects from closed systems (e.g., many-body localisation (MBL)) survive in the presence of coupling to an environment9,10,11.

In this work, we explore how the differences between many-body states of hard-core bosons (HCB) and spinless fermions confined to move in one dimension (1D) can be probed using particle loss. In 1D, where strongly interacting bosons cannot pass each other, there are strong formal similarities between HCB and spinless fermions14. These regimes have been realised in experiments with cold bosonic atoms in strongly confined 1D tubes15, and in lattices16,17, and the consequences can be seen clearly, even for just two atoms, in quantum gas microscope experiments18. For particles moving on a lattice, this similarity can be formalised via a Jordan-Wigner transformation to spin operators19, where we see that for local models, the energy eigenvalues will be identical, and local correlations – both for the eigenstates and out-of-equilibrium dynamics induced by changing local trap quantities – will be equal as well. However, single-particle loss can generate differences in local quantities due to the different exchange symmetries in the many-body wavefunction. These differences manifest themselves in local density distributions, which are accessible with current experimental techniques in quantum gas microscopes20,21.

Making use of symmetries in tensor-network-based numerical methods, we calculate the dynamics of example systems for typical experimental sizes and parameter scales in the presence of loss. The efficient simulation of such systems requires the proper inclusion of symmetries in these numerical methods in order to account for the loss process in an affordable manner. We first study the loss process as a deterministic event and then employ a quantum trajectory approach22,23 to determine features of bosons and fermions that survive stochastically occurring loss events.

The rest of the paper is structured as follows. In Sec. II, we discuss the theoretical model for fermions and bosons confined in 1D subject to dissipation. In Sec. III, we highlight the differences we expect to observe between the different types of particle statistics in the event of a loss, and in Sec. IV, we describe the numerical approach that allows for the computationally efficient simulation of a system subject to this kind of dissipation. In Sec. V, we then analyze the dynamics following losses that occur at deterministic times and locations, identifying accessible parameter regimes where the differences between HCB and spinless fermions are significant and could be engineered and observed using quantum gas microscopes24,25. In Sec. VI, we study which of those features identified in Sec. V survive under stochastic losses and which of them vanish when the losses occur randomly, providing local and spatially averaged quantities that can be obtained through density measurements. Finally, in
II. MODEL: FERMIONS AND HARD-CORE BOSONS IN THE PRESENCE OF LOCAL PARTICLE LOSS

In this section, we introduce a model for particle loss in spinless fermions or hard-core bosons confined to move along one direction of an optical lattice (and tightly confined in the other two directions).

For fermions in the lowest Bloch band of the optical lattice, the system is well described by a tight-binding Hamiltonian ($\hbar \equiv 1$),

$$\hat{H} = -\sum_{i}^{M-1} J \left( \hat{a}_{i}^\dagger \hat{a}_{i+1} + \text{h.c.} \right),$$

where $i$ indicates the lattice site, with lattice length $M$, the operator $\hat{a}_{i}^\dagger$ annihilates (creates) a fermionic particle on the site $i$ and $\hat{a}_{i}$ is the fermionic number operator of the site $i \in [1, M]$, where $M$ is the lattice system size, and $J$ is the tunneling amplitude in the lattice. The fermionic operators obey the usual anticommutation rules, $\{\hat{a}_{i}^\dagger, \hat{a}_{j}\} = 0$; $\{\hat{a}_{i}, \hat{a}_{j}^\dagger\} = \delta_{i,j}$.

An analogous model can be considered for the case of hard-core bosons, for which the Hamiltonian can be seen as a limiting case of the Bose-Hubbard Hamiltonian [32], and is given by:

$$\hat{H} = -\sum_{i}^{M-1} J \left( \hat{b}_{i}^\dagger \hat{b}_{i+1} + \text{h.c.} \right), \quad \hat{b}_{i}^\dagger \equiv 0,$$

where the operator $\hat{b}_{i}^\dagger$ annihilates (creates) a bosonic particle on the site $i$ and $\hat{n}_{b,i} = \hat{b}_{i}^\dagger \hat{b}_{i} \in [0, 1]$ is the bosonic number operator for the site $i$. In contrast to the fermionic case, the bosonic creation/annihilation operators obey usual commutation rules, $[\hat{b}_{i}^\dagger, \hat{b}_{j}^\dagger] = 0$; $[\hat{b}_{i}, \hat{b}_{j}^\dagger] = \delta_{i,j}$.

We can describe the dissipative dynamics of such systems in the presence of particle loss via a master equation for the system density operator $\rho_{\text{tot}}$. The master equation arises on a microscopic level because in these atom-physics systems we can usually make a Born-Markov approximation, justified by the existence of a single dominant frequency for each process (given by the energy of the lost atom for single-particle loss, and by the photon frequency for dephasing due to light scattering [28]). The resulting master equation is given by

$$\frac{d\rho}{dt} = -i \left[ \hat{H}, \rho \right] - \frac{1}{2} \sum_{m,\alpha} \gamma_{\alpha,m} \left( \hat{j}_{\alpha,m}^\dagger \hat{j}_{\alpha,m} \rho + \rho \hat{j}_{\alpha,m}^\dagger \hat{j}_{\alpha,m} - 2 \hat{j}_{\alpha,m} \rho \hat{j}_{\alpha,m}^\dagger \right),$$

where $\alpha \in \{l, d\}$ is an index summing over the separate terms for loss and dephasing, $\hat{j}_{1,m} = \hat{a}_{m} (\hat{b}_{m})$ represents the loss of a fermion (boson) on site $m$, $\hat{j}_{d,m} = \hat{n}_{a,m} (\hat{n}_{b,m})$ describes the dephasing process and $\gamma_{d,m}$ is the decay amplitude for the $m$-th dissipation channel that will be different for dephasing and loss processes. The inclusion of dephasing, which is naturally present in experimental realisations due to light scattering [3, 4, 9, 33], will allow us to test whether any differences between spinless fermions and bosons are diminished by this form of dissipation. Numerical solutions to the evolution of the system will be discussed in subsequent sections.

Fig. 1 shows a schematic view of the density profiles after a deterministic loss event in the middle site at $t = 0$, beginning from an initial product state with one atom on every lattice site. Because of the simple initial state and the single loss process, the density distributions for bosons and fermions as a function of time are identical, i.e., the normalised difference

$$\Delta n_{i} = \frac{n_{i}^{b} - n_{i}^{f}}{n_{i}^{b} + n_{i}^{f}},$$

where $n_{i}^{b} = \langle \hat{n}_{b,i} \rangle$ and $n_{i}^{f} = \langle \hat{n}_{a,i} \rangle$, is zero in this case. For the case of vanishing densities $n_{i}^{b} + n_{i}^{f} = 0$, which happens only in certain initial states, we set the normalised difference to $\Delta n_{i} = 0$. In analysing different parameter regimes and identifying differences between HCB and spinless fermions, we focus particularly on this quantity in the following sections.

III. DIFFERENCES BETWEEN FERMIONS AND BOSONS IN THE PRESENCE OF LOSS

Bosonic and fermionic atoms will behave differently in the presence of dissipation as a result of the difference in...
the sign of the wavefunction under exchange of particles. One way to see this is to use a Jordan-Wigner transformation to map each of these cases to spin operators \[ \sigma \]. A single-species model for hard-core bosons can be directly rewritten as an equivalent spin-1/2 model, with the spin states associated with each lattice site denoting presence (|↑⟩) or absence (|↓⟩) of a particle on that site. Because bosons commute, the mapping between particle annihilation operators and spin lowering operators $\sigma_l^-$ is a direct replacement, $\hat{b}_l \rightarrow \hat{\sigma}_l^-$. However, the same mapping for fermions requires a sign determined by a string operator in order to account for anti-commutation of the annihilation operators with all other operators present in the state description, $\hat{a}_l \rightarrow (-1)^{\sum_{l<i} n_{a,i}} \hat{\sigma}_l^-$. (5)

It is clear that a loss event can thus affect the many-body state differently for fermions and for hard-core bosons. Our goal here is to identify whether there are differences that can be extracted solely from the local density distribution, $n_{a/b,l}$ which translates the same way into spin operators for bosons and fermions under a Jordan-Wigner transformation, $\hat{n}_{a/b,l} \rightarrow \hat{\sigma}_l^+ \hat{\sigma}_l^-$. Indeed, for unitary dynamics involving only onsite and nearest-neighbour terms, the two cases, of spinless fermions and HCB, are identical as all of the signs vanish.

The vanishing of these phases for fermions after the transformation can be easily understood if we consider that they arise in the first place due to the commutation of the annihilation operators with the rest of the operators describing the state of the system. The local density is proportional to a product of two operators $\hat{n}_{a,i} = \hat{a}_i^\dagger \hat{a}_i$, thus any phase that arises from the commutation will cancel and $\hat{n}_{a,i} = \hat{\sigma}_l^+ \hat{\sigma}_l^-$. Similarly, if we consider terms that only include first-neighbour tunneling $\hat{a}_{l+1}^\dagger \hat{a}_{l+1}$ all signs will disappear; and so under local perturbations, the dynamics are identical for both species. Physically, this arises because these local operators cannot (for spinless fermions or HCB) exchange two particles that are present on different sites. However, in the presence of loss, there is an additional sign from the commutation of the operator to the respective site. This also implies that when expressed in terms of spin operators the loss operator is in principle non-local for fermions due to their anticommutation rules, see Eq. (6).

IV. NUMERICAL METHODS AND THE RELEVANCE OF SYSTEM SYMMETRIES

In order to determine the dynamics for up to tens of lattice sites (which correspond to current experiments \[20, 25\]), we make use of tensor-network methods \[31, 39\]. These methods provide us with efficient tools to compute the time evolution of both closed and open 1D many-body systems through the time-evolving block decimation (TEBD) algorithm \[37\]. In particular, open dynamics have been described through tensor networks by mapping the density operator $\rho$ to a matrix product operator (MPO) \[38, 39\]. Alternatively, the system evolution can be computed using a quantum trajectory approach \[28\] where we can map the density operator dynamics to a stochastic sampling of pure-state evolutions in the form of matrix product states (MPS).

When we consider the case of fermionic losses, the string operator $\hat{N}_{<k} = (-1)^{\sum_{l<k} n_{a,i}}$ is an expensive operator to compute in terms of matrix product states, as it is a highly non-local term and lacks a simple representation as an MPO. However, as shown recently \[13\], this operator can be efficiently applied if we split our state representation into parity conserving sectors. In a similar manner, we will benefit from making use of number conserving sectors \[40, 41\], which optimise time evolution calculations for pure states implementing quantum-trajectories techniques for the master equation \[28\].

In this particular case, we structure the matrix product state in such a way that the storage scheme for the local tensor $A^d$ (with maximum bond dimension $D$) for site $i$ with local dimension $d_i$ (in our case $d_i = \dim(n_i) = 2$) groups together the states that correspond to every possible population quantum number to the left of site $i$. In this way, the string operator reduces to a trivial value $N_{<k} = \pm 1$ depending on a number that we store for every state in every site. As a result, the application of an annihilation operator, representing a loss in the lattice, becomes the application of a local operator multiplied by a known phase.

Note that all other terms appearing in the dynamics [Eq. (1) and Eq. (3)], both in the unitary and the dissipative part, are either proportional to $\hat{n}_{a,i} = \hat{a}_i^\dagger \hat{a}_i$, or proportional to $\hat{a}_i^\dagger \hat{a}_{i+1}$, with all string operators evaluating to one as discussed in Sec. III. Thus, the only non-local phase arises from the loss term that we have already adapted. As a result, we can apply standard TEBD algorithms to compute the time evolution and study the dissipative dynamics through quantum trajectories efficiently as all our terms become local.

Below we will first use these techniques to compute the dynamics resulting from loss at a particular site and a particular time. We then follow this by simulating a master equation that describes loss processes that occur at random during the dynamics.

V. DETERMINISTIC LOSSES

In this section we study the dynamics of the system when we induce the loss of a particle starting from a particular initial state. This could be achieved in a quantum gas microscope using single site addressing (freezing the state by rapidly increasing the lattice depth, changing the internal state, and removing the resulting atoms \[30\]), or by making use of addressing with an electron beam \[31\].

Outside of the loss events, we compute the unitary evolution of spinless fermions and hard-core bosons governed by the Hamiltonians in Eq. (1) and Eq. (2). We first con-
consider the atoms to be in a product state and induce a loss at $t = 0$ on site $M_0 = M/2$. A second loss event is then induced at a chosen time $t = \tau_0$ on site $M_0 - \delta_M$, with $\delta_M$ a chosen lattice distance. We consider different filling factors $n_0 = N_0/M$, where $N_0$ is the initial number of particles and $M$ is the number of lattice sites. In particular, we will start both with a configuration consisting of a single atom per site ($n_0 = 1$) and a charge density wave state, with only odd sites occupied initially ($n_0 = 0.5$).

In Fig. 2 we present the difference in density distribution $\Delta n_i$. We observe that the dynamical evolution of the density of hard-core bosons and fermions is identical up to the point of the second loss event. This occurs because the initial product state results in a single phase being applied to the whole fermionic state $N_{<M/2} = \pm 1$, as was shown in Fig. 1. However, when the second loss occurs, the delocalisation of the initial hole results in a superposition of different numbers of particles to the left of any given site, and so the effect of the phase is non-trivial. As a result, the densities of HCBs and spinless fermions start to differ in a well-defined light-cone in a ballistic manner. This is reminiscent of the spreading of correlation functions we expect in this system [12]. In the unit-filling regime (Fig. 2a and Fig. 2b), we observe that only losses occurring close to the region where the first one occurred ($\delta_M \sim 0$), i.e. where the population is not still deeply in the unit-filling Mott phase, lead to a significant difference between bosons and fermions, as it is only in this case that the effects of the string operator are non-trivial. The fact that differences only appear after the second loss in the unit-filling regime can also be understood from the perspective of a particle-hole mapping, since the particle statistics are not relevant until a second particle (hole) has appeared in the system.

In the case of half-filling (Fig. 2c and Fig. 2d), as the particles are allowed to quickly delocalize, the difference is greater in magnitude and the relevance of the position where the second loss occur, disappears. In Appendix A we discuss the possible dependence of this profiles with the system size and the density evolution before the first loss.

In Fig. 3 we present the weighted difference in the entanglement entropy $\Delta S = S_{N_f} - S_{N_b}$ for a system with $M = 20$, $n_0 = 1$, $D = 100$, $dt = 0.001$, $J = 1$, $\tau_0 = 1$, $\delta M = 0$; (b) Same as (a) with $\tau_0 = 2$ and $n_0 = 0.5$; (c) Same as (a) with $\tau_0 = 2$ and $\delta M = 4$; (d) Same as (a) with $\tau_0 = 2$, $n_0 = 0.5$ and $\delta M = 4$. These calculations are performed beginning from a product state with the corresponding densities indicated above: a single particle on each lattice site ($n_0 = 1$) or every odd site ($n_0 = 0.5$).
VI. NON-DETERMINISTIC LOSSES

While these differences between HCBs and spinless fermions can be probed directly in experiments by inducing losses at particular lattice sites and times, it is important also to ask whether the difference is directly observable when losses occur at random, for example, via collisions with background gas or photon scattering bursts [9]. In experiments, we also typically deal with two other elements that we have not included up to now. First, we usually encounter some level of dephasing due to light scattering. In addition, at finite interaction strengths between bosons, a nearest-neighbour interaction term arises in second-order perturbation theory, which we model by considering interactions of the form $\sum_{ij} V \hat{n}_i \hat{n}_j$ with $V \propto J^2/U$ and $U$ the onsite interaction that we will consider as finite when including this term. We note that this can also arise, e.g., due to direct dipole-dipole interactions between atoms on neighbouring lattice sites [10], which allow for larger $V$ values, including up to $V \approx J$, which we will use in some of the calculations below.

To properly investigate the effects of the former in typical experiments, we compute the dissipative dynamics in the presence of both losses (with amplitude $\gamma_l$) and dephasing (with amplitude $\gamma_d$) for the same initial configurations provided in the deterministic case. We focus our interest again on quantities related to local densities that can be measured in quantum gas microscopes, and which would be identical for HCBs and spinless fermions in the absence of losses. The closed system scenario and the comparison with the presented results is discussed in depth in Appendix C.

In Fig. 4a, we consider the evolution of local densities, spatially-averaged density fluctuations and total particle numbers for both fermions and bosons. Fig. 4a shows the local density on the central site $\langle \hat{n}_{M/2} \rangle$, where we observe measurable differences between fermions and bosons persisting over time. Specifically, we observe that local densities experience significantly larger fluctuations in time in the fermionic case. This occurs despite the fact that the spatially-averaged value which is $\langle \hat{n}_T \rangle$ coincides (see inset Fig. 4h). The total number of particles $\langle \hat{n}_T \rangle$ is the same since both, HCB and fermions, are subject to the same single-particle loss rate $\gamma_l$. In Fig. 4a, we compute the lattice-averaged fluctuations $\sum_i \sigma_{n_i} = \sum_i (\langle \hat{n}_i^2 \rangle - \langle \hat{n}_i \rangle^2)$. We observe again higher fluctuations in the fermionic case. However, the difference now is smaller in the case of local densities. Moreover, the fluctuations of the fermions occur for only short times and might be difficult to resolve in experiments. These sudden drops in the on-site density fluctuations are associated with increases in the CDW correlations that occur due to boundary effects, and hence are also size-dependent. Therefore, we must be careful to check whether this difference is measurable in experiments. In Appendix D we show that this is the case, by considering a worst-case scenario of shifted snapshots in time taken on a randomised time grid. There, we observe that the difference between HCB and spinless fermions is still measurable.

From the previous discussion one could conclude that the lattice-averaging makes the distinction between HCB and fermions rather complicated. However, not all the global quantities suffer from the averaging. To look at this further, we consider the total odd-even site density imbalance,

$$\mathcal{I} = \frac{n^o - n^e}{n^o + n^e},$$

where $n^{o/e} = \sum_{i\in\text{odd/even}} \langle \hat{n}_i \rangle$; the imbalance is a commonly considered variable in the context of many-body localisation in cold atoms [11,12]. In Fig. 5a, we show both the local density on the central lattice site and the system imbalance. We also analyze the robustness of both quantities in the presence of dephasing. In the absence of this source of dissipation, both quantities allow us to differentiate between bosonic and fermionic dynamics as the profiles are significantly separated. However, while the differences in the local densities reduce at longer times, the fermionic imbalance exhibits much larger oscillations than the bosonic one and this feature persists over the simulated length of time. We observe that the inclusion of dephasing, corresponding to the values shown in Fig. 5a,d, reduces this clear separation. Nevertheless, this reduction is much stronger in the local density, whereas the even-odd imbalance seems to be more robust.
to the presence of dephasing.

Finally, in Fig. 5 we investigate whether this imbalance discrepancy remains robust in the presence of off-site interactions. As the imbalance is a highly-oscillating function specially for the fermionic case, we present here a time-block averaged imbalance \( \bar{I} = \sum_{i} |I(t_i)|/N_{dt} \), where \( N_{dt} \) is the number of time points over which we average. For the sake of clarity, the absolute value is required as the imbalance should average to zero after a transient time much shorter than the timescale we simulate. Note again that the regime \( V/J = 0.5 \) could be accessible through dipole-dipole interactions, including interaction values up to \( V \approx J \) and still compatible with HCBs.

We observe that as the interaction ramps up, the separation reduces between the fermionic and bosonic case. Nevertheless, the separation is still much greater than the one we can observe from the total fluctuations of the density. From this analysis we can establish that the imbalance – a global quantity related to local densities – is robust to moderate interactions and to moderate dephasing at rates comparable to the losses, and provides an interesting quantity with which to investigate differences between HCBs and spinless fermions also in the case of randomized losses in space and time.

\[
\bar{I} = \sum_{i} |I(t_i)|/N_{dt}
\]

\( N_{dt} \) is the number of time points over which we average. For the sake of clarity, the absolute value is required as the imbalance should average to zero after a transient time much shorter than the timescale we simulate. Note again that the regime \( V/J = 0.5 \) could be accessible through dipole-dipole interactions, including interaction values up to \( V \approx J \) and still compatible with HCBs.

**FIG. 5.** (a) Comparison of bosonic and fermionic evolution of the middle site density \( \langle \hat{n}_{M/2} \rangle \) for a system with \( M = 16, n_0 = 0.5, J = 1, dt = 0.001, \gamma_d = 0.01, \gamma_d = 0; \) same as (a) with \( \gamma_d = 0.01 \); (c) Comparison of bosonic and fermionic evolution of the imbalance \( I \) with same parameters as (a); (d) same as (c) with \( \gamma_d = 0.01 \). These calculations are performed beginning from a charge density wave at half-filling, with a particle on each odd-numbered site. Note that these functions are rapidly oscillating, and that each point represents a snapshot of the values on a regularly spaced grid in time.

to distinguish between spinless fermions and hard-core bosons in the presence of particle loss. In the absence of loss, these quantities would in each case be identical for fermions and bosons. We have shown that the understanding of loss is not only a relevant element towards the correct description of the experimental conditions, but it can also play an essential role as a tool to access information about aspects of the closed-system dynamics.

In the future, understanding these processes could help probe particular types of many-body effects. It is an important ingredient to better understand the effects of losses in optical lattice experiments, as well as to investigate the effects of losses in the study of systems with slow intrinsic time scales, e.g., many-body localised states in the presence of dissipation.

**VII. SUMMARY AND OUTLOOK**

In this article, we have investigated how quantities that are related to the local density, and are experimentally measurable in quantum gas microscopes, allow us

\[
\bar{I} = \sum_{i} |I(t_i)|/N_{dt}
\]

\( N_{dt} \) is the number of time points over which we average. For the sake of clarity, the absolute value is required as the imbalance should average to zero after a transient time much shorter than the timescale we simulate. Note again that the regime \( V/J = 0.5 \) could be accessible through dipole-dipole interactions, including interaction values up to \( V \approx J \) and still compatible with HCBs.

**FIG. 6.** Comparison of bosonic (dashed line) and fermionic (solid line) evolution of the time-block averaged imbalance \( \bar{I} = \sum_{i} |I(t_i)|/N_{dt} \) for a system with \( M = 16, n_0 = 0.5, J = 1, dt = 0.001, N_{dt} = 300, \gamma_0 = 0.01, \gamma_d = 0 \) and variable off-site interaction strength \( V \). The imbalance average drops over time in the presence of interaction but remain distinguishable for both species. Inset: total density fluctuation for the same parameters, included for the purpose of comparison. Here, all lines overlap while we observe relevant differences in the imbalance. These calculations are performed beginning from a charge density wave at half-filling, with a particle on each odd-numbered site.

**ACKNOWLEDGMENTS**

We thank Anton Buyckikh, Jacopo Surace and Johannes Schachenmayer for helpful discussions. Work at the University of Strathclyde was supported by the EPSRC Programme Grant DesEQ (EP/P009565/1), by the European Union Horizon 2020 collaborative project QuProCS - Quantum Probes for Complex Systems (grant agreement 641277), and by the EORD via AFOSR grant number FA2386-14-1-5003. Results were obtained using the EPSRC funded ARCHIE-WeSt High Per-
FIG. 7. (a) Evolution of the difference in density distribution \( \Delta n_i \) for a system with \( M = 30 \), \( n_0 = 0.5 \), \( D = 128 \), \( dt = 0.001 \), \( J = 1 \), \( \tau_0 = 1 \), \( \delta_M = 0 \); (b) Same as (a) for a system with \( M = 20 \) with no loss at \( t = 0 \), a first loss is induced at \( t = \tau_0 = 1 \) and a second loss occurs at \( t = \tau_1 = 2\tau_0 \). In contrast with the case of the first loss chosen at \( t = 0 \), differences between bosons and fermions are observed from the first loss event.

Appendix A: Lattice size dependence and pre-loss evolution dependence in half-filling

In Sec. V we studied the effects of deterministic losses in the distinction of fermionic and bosonic dynamics. However, we did not directly address the role of the boundaries in the differences discussed. In the case of unit-filling, all the dynamics occur in a light-cone of correlations generated by the ballistic motion of the hole and so we are certain that the boundaries could not impact the densities in the center of the lattice for the time discussed \( tJ \leq 10 \). On the other hand, at half-filling, dynamics from \( tJ = 0 \) are affected by boundary effects and so they could impact these dynamics. In Fig. 7b, we analyze the density evolution for a system with \( M = 30 \) and half-filling, observing that the cone-like spreading of the difference remains unperturbed by the boundaries for the simulated times. We can compare this result with Fig. 2b, where we observe again the well-defined cone and results for \( M = 20 \) and \( M = 30 \) coincide for times \( tJ \lesssim 5 \). After this time, the correlations associated with the first loss reach the boundary for \( M = 20 \) and we observe some resulting differences in the correlations. However, the main point remains unchanged, as we observe differences of the same magnitude between fermionic and bosonic dynamics even after the correlations hit the boundary.

Another point that was not directly addressed in the discussion was the possible impact of dynamics prior to the first loss event. This could only affect the case of half-filling as the initial state of the system is not an eigenstate of \( \hat{H} \). In Fig. 7b we consider deterministic losses occurring at time \( t = \tau_0 \) and \( t = \tau_1 > \tau_0 \). As expected, due to the fact that the state at which the first loss occurs does not have anymore a unique particle number to the left, the first loss will already affect differently fermions and bosons. Beyond some quantitative differences with the results in Fig. 2 and d, we do not find relevant features in the profiles that indicate that the dynamics before the loss could enhance or reduce the distinction between bosons and fermions.

Appendix B: Robustness in an experimental measurement scheme

In Sec. VI we discussed differences between fermionic and bosonic dynamics in the stochastic framework. It is important to note that the quantities studied in this section exhibit large fluctuations over time. As a result, it is important to consider how relevant it is to have access to full-time resolution to distinguish between particle statistics. In order to check whether these features are robust with limited time resolution in the experiments, we plot the evolution as a selection of snapshots in a random time grid. Please note that Fig. 8 is generated from the same dataset that we used in Fig. 4. Some features...
cannot be captured in this random grid like the fact that both bosons and fermions overlap at short times since no loss has occurred on average. Nevertheless, we observe that there is still a clear distinction between fermions and bosons even after applying the grid. Note that we can observe the short-time drops in the density fluctuations (see Fig. 9a), which occur much more strongly for fermions as points that are outside the fluctuation profile. Consequently, we consider that the differences discussed would be robust in the realistic experimental conditions.

Appendix C: Closed system dynamics and stochastic losses

In Sec. VI we discussed differences in the local densities, density fluctuations and imbalance profiles in the presence of losses. As background material we include here in Fig. 9 the evolution of the density in the middle site of the lattice and the imbalance, both in the absence of dissipation. Note that this evolution should coincide for bosons and fermions within the numerical error based on the discussion in Sec. III as the distinction between bosons and fermions arises from the presence of particle losses in the dynamics. Our results agree with this statement as both quantities are identical for bosons and fermions (see inset of Fig. 9a).

In addition, we observe that in the closed system scenario the densities exhibit fluctuations in time around the average density $n_0 = n_T/M$ that decrease in amplitude slowly over time and remain relevant for the timescales discussed in Sec. VI. As they do not decay quickly in time compared to the typical loss timescale, we expect these fluctuations to be affected by losses in a different manner for different particle statistics. We also expect, even in the presence of losses, that the densities will average to the same value $n_0 = n_T/M$ since the losses are homogenous in space. In Fig. 10 we compare the normalized density fluctuation from the predicted average density $|\langle \hat{n}_{M/2} \rangle - \langle \hat{n}_T \rangle / \langle \hat{n}_T \rangle|$ for closed, fermionic and bosonic system. In the closed system case, as we mentioned, the densities fluctuates around the average density per site $\langle \hat{n}_T / M \rangle$ with decreasing amplitude over time. However, we observe how the presence of loss preserves the fermionic fluctuations over time even beyond the closed system scenario causing the opposite effect for bosons where the amplitude of fluctuations rapidly decreases around the predicted value. As these fluctuations overlap quite strongly for the three cases in Fig. 10 we also provide time-block averages (solid lines) to help visualizing how the fermionic fluctuations persist over time in comparison with bosons and the case of no losses.

Regarding the imbalance (Fig. 9b) we observe again long-lived fluctuations around the expected value of $I = 0$ in the closed system. This result can be compared with Fig. 5a where again we observe how fermions show much larger fluctuations.
higher fluctuations in time than the bosons. Another interesting point is that for short-times, the imbalance can be computed analytically from mean-field (see [45]) with it being proportional to $I \propto J_0(4Jt)$ where $J_0$ denotes the zeroth-order Bessel function. Our finite-size calculations agree with the analytical result up to times of the order of $t \sim M/2J$. 