Decomposition of nuclear magnetic resonance spin–spin coupling constants into active and passive orbital contributions
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The theory of the J–OC–PSP (decomposition of J into orbital contributions using orbital currents and partial spin polarization) method is derived to distinguish between the role of active, passive, and frozen orbitals on the nuclear magnetic resonance (NMR) spin–spin coupling mechanism. Application of J–OC–PSP to the NMR spin–spin coupling constants of ethylene, which are calculated using coupled perturbed density functional theory in connection with the B3LYP hybrid functional and a [7s6p2d4s2p] basis set, reveal that the well-known π mechanism for Fermi contact (FC) spin coupling is based on passive π orbital contributions. The π orbitals contribute to the spin polarization of the σ orbitals at the coupling nuclei by mediating spin information between σ orbitals (spin-transport mechanism) or by increasing the spin information of a σ orbital by an echo effect. The calculated FC(π) value of the SSCC J(CC) of ethylene is 4.5 Hz and by this clearly smaller than previously assumed.

I. INTRODUCTION

Nuclear magnetic resonance (NMR) parameters such as chemical shieldings or spin–spin coupling constants (SSCCs) provide important information about geometry, conformation, and other properties of a molecule.1–3 In general, magnetic parameters represent hypersensitive antennae that indicate features of the electronic structure which are difficult to detect by other means (e.g., degree of electron delocalization in weakly aromatic or antiaromatic molecules; anisotropy of the electron distribution, density close to the nucleus, polarizability of the electrons, detection of electron currents, etc.). The use of the magnetic properties of a molecule as suitable descriptors for electronic structure features requires of course that the dependence of a magnetic parameter on other molecular properties is known and can be described with simple mathematical relationships. Convincing examples in this regard are the Karplus relationship (dependence of the NMR spin–spin coupling constant J on the conformation of a molecule),4 the dependence of J on the s-character of a bond,5–13 charge-chemical shift relationships,14,15 etc. Although many of the frequently used relationships are made plausible on an ad hoc basis, a basic understanding in terms of spin density distributions, electron excitations, electron currents, and intramolecular magnetic fields is missing.

The present work is part of a larger project aimed at developing the theory for calculating SS–CCs with the help of DFT,16 using SSCCs as conformational descriptors,17–19 and analyzing the mechanism of NMR spin–spin coupling in dependence of the electronic structure of a molecule and its bonding characteristics.20–28 Indirect spin–spin coupling is transmitted by four different mechanisms from a nucleus B, which by its magnetic spin moment perturbs the surrounding electron density (perturbing nucleus), to the nucleus A, the magnetic moment of which receives the perturbation of the electron density and responds to it (responding nucleus).29

1. The Fermi contact (FC) mechanism caused by the internal magnetic field of nucleus B, which causes spin polarization of the density at the contact surface of this nucleus. Spin polarization travels like a wave through the electron system and interacts with the spin moment of nucleus A.

2. The spin dipole (SD) mechanism, which arises from the spin polarization caused by the external magnetic field of nucleus B.

3. The spin–orbit (SO) mechanisms are associated with orbital currents (equivalent to electron currents) generated by the spin moment of nucleus B; the electron currents are accompanied by a magnetic field, which is experienced by nucleus A. In the diamagnetic SO (DSO) case, there are circular currents corresponding to a Larmor precession for each electron, which depend on the form of the orbital and the associated orbital density in the molecular ground state.

4. In the paramagnetic SO (PSO) case, the orbital currents depend on the existence of appropriate excited states that can be reached from the ground state of the system by suitable excitations with not too large excitation energies.

Although the spin–spin coupling mechanism is independent of the direction in which the coupling information is moved from one nucleus to the other (B→A as used in this work or A→B), the coupling mechanism can be more easily explained if one nucleus is always considered as the perturbing and a second nucleus is considered as the responding nucleus thus leading to the SSCC J(AB) where n gives the number of bonds in the shortest coupling path. If one considers organic molecules, for which most of the early NMR measurements were carried out,2–8 the four spin–spin coupling transmission mechanism associated with the Ramsey...
terms can be characterized according to the electrons (orbitals) involved in them.

The DSO mechanism involves all electrons. Although the individual components of the DSO term can be significant, they cancel each other largely out so that the DSO term in general is small and can be neglected. The sign and magnitude of the FC term depend on the properties of the \( s\sigma \) spin density distribution at the responding nucleus \( ^2 \) whereas the sign and magnitude of the SD term are determined by the \( p\sigma \) and \( p\pi\)-spin density distribution.22 The \( p\sigma \) and \( p\pi \) orbitals also determine the sign and magnitude of the PSO term although the transmission mechanism is now based on orbital currents generated by the perturbing nucleus and detected by the responding nucleus.21,24

At a first glance, it seems that \( \pi \) electrons do not play any role for the FC spin coupling mechanism because these electrons have no spin density at the contact surface of a nucleus. Nevertheless, one knows that long range spin–spin coupling leading to sizable values of SSCCs \( J \) or \( K \) in conjugated hydrocarbons is dominated by a \( \pi \) mechanism.4,5,30–36 Similar to the case of the ESR hyperfine coupling constants \( a(\cdot C\cdot-H) \) or \( a(\cdot C\cdot C\cdot-H) \), which result from spin polarization of the \( \sigma \) system by an unpaired electron in a \( C\cdot p\cdot\pi \) orbital,37 the NMR spin–spin coupling mechanism is transferred via the \( \pi \) electrons to the \( s\sigma \) spin density at the responding nucleus.4,5,30–36

Clearly the \( \pi \) electrons participate in the FC coupling mechanism in a passive rather than active way, i.e., they are not directly affected by the internal magnetic field of the perturbing nucleus. This passive contribution has been shown to be always present in any \( \pi \) system where differing reports about the magnitude of the \( \pi \) mechanism have been made.4,5,30–36 In this work, we will focus on the \( \pi \) mechanism, determine the magnitude of the FC(\( \pi \)) part of the total FC term, and describe the \( \pi \) mechanism in detail. In this connection we will investigate the following two questions:

1. In which ways can the \( \pi \) orbitals contribute to the transmission of spin information between the coupling nuclei considering the fact that they can neither be polarized directly by the perturbing nucleus nor transfer spin information to the responding nucleus? How can the contribution of the \( \pi \) orbitals to the FC coupling mechanism be quantified and how can it be visualized? For the purpose of answering these questions we will develop needed theory and computer software that can be routinely applied for any passively acting orbital.

2. How important is the \( \pi \) mechanism for SSCC across a double bond? Semiempirical calculations with a minimal basis set43–36 suggest that a significant portion of the FC part of \( J(\text{CC}) \) in unsaturated hydrocarbons (up to 20% or 15 Hz) is related to contributions from the \( \pi \) electrons. To what extent can these findings be confirmed by DFT calculations with an extended basis set? For the purpose of answering these questions, we will develop in Sec. II the theory of passive spin–spin coupling interactions and incorporate it into the recently described J–OC–PSP (decomposition of \( J \) into orbital contributions using orbital currents and partial spin polarization) method.20 We will define active, passive, and frozen orbitals for the spin–spin coupling mechanism.

Furthermore, we will use the FC spin density distribution to visualize the \( \pi \) mechanism. All calculations will employ the coupled perturbed density functional (CP–DFT) method16 because we have shown that this is most suitable and reliable for larger hydrocarbons.15–19 In Sec. III, the \( \pi \) mechanism will be discussed for the simple case of the SSCCs of ethylene. We will show the different modes of interaction between \( \sigma \) and \( \pi \) electrons and work out the general features for FC coupling via \( \pi \) orbitals. These features will be verified by determining those calculational tools important for the description of the \( \pi \) mechanism, which will provide a basis to compare previous calculations of the FC(\( \pi \)) part with the present one. We will show that the \( \pi \) mechanism, although rather important for long-range coupling, does not play such an important role for short-range coupling as was previously assumed.

II. THEORY OF THE SPIN–SPIN COUPLING MECHANISM

CP–DFT used in this work to calculate NMR SSCC was described elsewhere.16 We will use CP–DFT in connection with the J–OC–PSP method20 to determine the orbital contributions to the four Ramsey terms. For this purpose, we briefly review the CP–DFT equations, which for canonical orbitals read

\[
|\psi_k^{(B)}\rangle = \sum_a \frac{\langle \varphi_a(0) | F_a^{(B)} | \varphi_a(0) \rangle}{\epsilon_k - \epsilon_a} |\varphi_a(0)\rangle.
\]

Here, \( F_a^{(B)} \) is the first-order KS operator for a perturbation \( X=F_{ps}, FC, or SD \) at nucleus B, and \( |\varphi_a(0)\rangle \) are the first-order orbitals corresponding to \( F_a^{(B)} \). For brevity, we omit in this section the index \( X \) specifying the kind of perturbation. Furthermore, we will not distinguish explicitly between space and spin orbitals.

The analysis of SSCCs is done not in canonical MOs but in localized MOs (LMOs), which reflect the intuitive understanding of the electron system in the molecule (core orbitals, bonds, lone pairs). The LMOs \( \varphi_k \) are connected with the canonical MOs by an orthogonal transformation matrix \( u \),

\[
|\psi_k^{(0)}\rangle = \sum_l u_{kl} |\varphi_l^{(0)}\rangle,
\]

\[
|\psi_k^{(B)}\rangle = \sum_l u_{kl} |\varphi_l^{(B)}\rangle.
\]

Equations (2a) and (2b) are valid for not only LMOs but for any representation of the MOs. If LMOs are used the orbital energies \( \epsilon_k \) must be replaced by the zeroth-order KS matrix \( F_{kl}^{(0)} \), which leads to a coupling between the CP–DFT equations,

\[
|\psi_k^{(B)}\rangle = \sum_a \frac{\langle \varphi_a^{(0)} | F_a^{(B)} | \varphi_a^{(0)} \rangle - \sum_{l,l'\neq k} F_{kl'}^{(0)} \langle \varphi_l^{(0)} | \varphi_k^{(0)} \rangle}{F_{kk}^{(0)} - \epsilon_a} |\varphi_a^{(0)}\rangle.
\]

For a derivation of Eq. (3), see Appendix A. The operator \( F^{(B)} \) consists of the external perturbation \( h^{(B)} \) and a contri-
bution $\bar{F}^{(B)}$ that covers the feedback of the first-order orbitals to the KS operator. The latter can in turn be decomposed into contributions from the individual orbitals:

$$F^{(B)} = h^{(B)} + \bar{F}^{(B)},$$

(4a)

$$F^{(B)} = \sum_k \bar{F}^{(B)}_k,$$

(4b)

$$F^{(B)}_k = \int d^3r \frac{\delta F}{\delta \psi_i^{(0)}} \psi_i^{(0)}(r).$$

(4c)

With this decomposition, Eq. (3) takes the form

$$C^{(B)}_{ak} = \frac{1}{F^{(0)}_{kk} - \epsilon_a} \left[ h^{(B)}_{ak} + \left(\bar{F}^{(B)}_k\right)_{ak} + \sum_{l \neq k} \left(\bar{F}^{(B)}_l\right)_{ak} \right] - F^{(0)}_{kl} C^{(B)}_{kl}. \tag{5}$$

For brevity, we have introduced the notation $C^{(B)}_{ak} = \langle \psi^{(0)}_k | O | \psi^{(0)}_a \rangle$ and denote matrix elements of the form $\langle \psi^{(0)}_k | O | \psi^{(0)}_a \rangle = O_{pq}$.

The matrix elements $\bar{F}^{(B)}_{ak}$ can be determined by comparing two equivalent expressions for the coefficient matrix $C^{(B)}_{ak}$. In general, it can be written as

$$C^{(B)}_{ak} = -\sum_{k',a'} (H)^{-1}_{ak,a'k'} h^{(B)}_{a'k'}.$$ \tag{6}

Here, $H$ is the full orbital Hessian, i.e., the matrix

$$H_{ak,a'k'} = \frac{\partial^2 E}{\partial C_{ak} \partial C_{a'k'}} \bigg|_{C=0} \tag{7}$$

containing the second derivatives of the ground-state energy with respect to simultaneous orbital rotations $k \rightarrow a, k' \rightarrow a'$. The explicit form of $H$ can be found elsewhere.\textsuperscript{38}

Equation (5) can be rearranged into

$$C^{(B)}_{ak} = -\sum_{k',a'} \left( H^{(0)} \right)^{-1}_{ak,a'k'} F^{(B)}_{a'k'}, \tag{8}$$

where

$$H^{(0)}_{ak,a'k'} = \sum_{k''a''} u_{kk''} u_{k''k'} u_{aa''} u_{a'a''} (\epsilon_{a''} - \epsilon_{k''}). \tag{9}$$

is the zeroth-order Hessian, which results from the full Hessian $H$ by omitting all terms related to two-electron interactions. Note that $u_{aa''} = \delta_{aa''}$ and $H^{(0)}$ will be diagonal in $aa'$ if the virtual orbitals are kept canonical. In this special case, the zeroth-order Hessian takes the form

$$H^{(0)}_{ak,a'k'} = \delta_{aa'} (\epsilon_a - F^{(0)}_{kk}). \tag{10}$$

Comparing Eqs. (6) and (8) gives

$$F^{(B)}_{ak} = \sum_{k',a'} \sum_{k''a''} H^{(0)}_{ak,a'k''} (H)^{-1}_{a''k'',a'k'} h^{(B)}_{a'k'}.$$ \tag{11a}

$$\bar{F}^{(B)}_{ak} = -\sum_{k',a'} \sum_{k''a''} \bar{H}^{(0)}_{ak,a'k''} (H)^{-1}_{a''k'',a'k'} h^{(B)}_{a'k'}. \tag{11b}$$

Note that $H$, and thus $\bar{H}$, are not known explicitly in practical calculations. Rather, one rewrites Eq. (11b) with the help of Eq. (5) as

$$\bar{F}^{(B)}_{ak} = -\sum_{k',a'} \bar{H}^{(B)}_{ak,a'k'} C^{(B)}_{a'k'}. \tag{12}$$

Equations (5) and (12) represent a set of self-consistent equations for the $C^{(B)}_{ak}$ and the $\bar{F}^{(B)}_{ak}$. In the iterative solution of Eqs. (5) and (12), only a small part of $H$ is actually calculated.

Once the $C^{(B)}_{ak}$ have been determined, the SSCC can be calculated as

$$K_{AB} = \sum_k K^k_{AB}, \tag{13a}$$

$$K^k_{AB} = \langle \psi^{(B)}_k | h^{(A)} | \psi^{(0)}_k \rangle \tag{13b}$$

$$= \sum_a C^{(B)}_{ak} h^{(A)}_{ak}. \tag{13c}$$

Equations (13a) and (13b) provide a simple orbital decomposition of $K_{AB}$, which will be discussed in more detail later in this section.

Equation (5) shows explicitly the different couplings between the orbitals. The first two terms in the square brackets on the right-hand side (rhs) of Eq. (5) are one-orbital terms. The first term describes the direct impact of the external perturbation $h^{(B)}$ on $|\psi_k\rangle$, whereas the second term reflects the feedback of $|\psi^{(B)}_k\rangle$ on itself via $\bar{F}^{(B)}_k$. Generally, both the Coulomb, the exchange, and the correlation part of $F^{(B)}_k$ will be involved in this interaction. The correlation term is usually small compared to the exchange term. None of the magnetic perturbations accompanying spin–spin coupling change the total density, hence the Coulomb part of $\bar{F}^{(B)}_k$ vanishes, and the exchange term is dominating. Therefore we call this process self-exchange repulsion.

The third term in the square brackets of Eq. (5) comprises the two-orbital terms, which describes their mutual interactions invoked by the perturbation. The two terms are of a basically different nature.

(a) The first term, containing $\bar{F}^{(B)}_k$, describes how changes in orbital $|\psi_k\rangle$ via the KS operator influence $|\psi_k\rangle$. Similarly as for the self-exchange repulsion, this coupling is dominated by exchange effects whereas Coulomb effects are excluded and correlation effects play only a minor role. The interaction between the electrons in orbitals $k$ and $l$ is related to the steric repulsion known from classical chemistry: If orbital $l$ is modified, this modifies the conditions for favorable exchange interactions between $k$ and $l$, and $k$ responds with a change so as to reoptimize its equal-spin overlap and thus its exchange energy with $l$. The steric interactions between $k$ and $l$ are always present, no matter whether canonical or localized MOs are used.

(b) The second term, containing the nondiagonal elements of $F^{(B)}$, is not related directly to the perturbation. It does not describe any dynamic electron–electron interactions but a mutual influence of the orbitals that arises
at the one-electron level due to the Pauli principle. It may be regarded as a resonance interaction between orbitals $k$ and $l$ and can be rationalized from the Kohn–Sham equation in localized orbitals, which has the form

$$
\hat{F} | \psi_k \rangle = \sum_l F_{kl} | \psi_l \rangle.
$$

Equation (14) shows that the Fock operator delocalizes the electron in orbital $k$ into all other occupied LMOs $l$. Due to the Pauli principle this delocalization is prohibited. However, if for $l \neq k$ one of the orbitals is perturbed either directly by the perturbing nucleus or indirectly through other orbitals, this delocalization will take effect, and the form of orbital $k$ will be affected as well. Only for a diagonal matrix $F_{kk}$, which corresponds to canonical orbitals, are the changes in around the perturbation. Canonical $F_{kk}$ will lead to a simple decomposition of $K_{AB}$ into contributions related to orbital $k$ only and terms related to orbitals $k$ and $l$,

$$
(C_{k}^{(B)})_{ak} = \frac{1}{F_{kk}^{(0)}} \left[ h_{ak}^{(B)} + (F_{k}^{(B)})_{ak} \right],
$$

$$
(C_{k-1}^{(B)})_{ak} = \frac{1}{F_{kk}^{(0)}} \left[ (F_{l}^{(B)})_{ak} - F_{kl}^{(0)} C_{al}^{(B)} \right],
$$

$$
K_{AB}^{(k)} = \sum_a (C_{k}^{(B)})_{ak} h^{(A)}_{ak},
$$

$$
K_{AB}^{(k-1)} = \sum_a (C_{k-1}^{(B)})_{ak} h^{(A)}_{ak},
$$

$$
K_{AB}^{(k-l)} = K_{AB}^{(k-l)} + K_{AB}^{(l-k)}.
$$

The notation $(k-l)$ indicates that interactions are considered where the electron in orbital $k$ is influenced by the electron in orbital $l$. The mutual interaction term $(k\rightarrow l)$ is given by Eq. (15e).

A process that transfers spin information from the perturbing to the responding nucleus may comprise a chain of steric-exchange and/or resonance interactions and thus involve not only one or two orbitals but an arbitrary number of orbitals, which may occur one or several times in the chain. Examples for such chains, which will be called orbital paths henceforth, are

$$
(B) \rightarrow k \rightarrow (A),
$$

$$
(B) \rightarrow k \rightarrow l \rightarrow (A),
$$

$$
(B) \rightarrow k \rightarrow l \rightarrow m \rightarrow (A),
$$

$$
(B) \rightarrow k \rightarrow l \rightarrow k \rightarrow (A),
$$

$$
(B) \rightarrow k \rightarrow l \rightarrow l \rightarrow (A),
$$

$$
(B) \rightarrow k \rightarrow l \rightarrow k \rightarrow k \rightarrow (A),
$$

$$
(B) \rightarrow k \rightarrow l \rightarrow k \rightarrow k \rightarrow (A).
$$

The contributions to $K_{AB}$ from orbital paths containing more than two orbitals are included implicitly into the one- or two-orbital terms of Eq. (15). Equations (15c) and (15d) indicate that orbital $k$ is the one that interacts directly with the responding nucleus $A$. Hence, $K_{AB}^{(k)}$ and $K_{AB}^{(k-1)}$ together contain the contributions from all orbital paths where $k$ is the last orbital. Of these contributions, $K_{AB}^{(k-1)}$ contains those where $l$ is the second to last orbital as can be seen from Eq. (15b). $K_{AB}^{(k)}$ summarizes the orbital path containing only $k$ and those orbital paths where $k$ is both the last and the second to last orbital in the orbital path. Orbital paths (16a) and (16g) are contained in $K_{AB}^{(k)}$, (16e) in $K_{AB}^{(k-l)}$, (16b) in $K_{AB}^{(l-k)}$, (16c) in $K_{AB}^{(m-l)}$, and (16f) in $K_{AB}^{(k-l)}$.

If the spin–spin coupling is dominated by one- and two-orbital paths as is the case for one- bond SSCCs in small molecules, then Eqs. (15) will provide the basis for an efficient orbital decomposition of $K_{AB}$ on the basis of a conventional SSCC calculation. However, if coupling paths made up of three or more orbitals are of interest for the SSCC, this decomposition will have two disadvantages:

1. It does not allow to separate the three-,..., $n$-orbital contributions from the one- and two- orbital contributions.
2. It is asymmetric with respect to perturbing and responding nucleus.

It should be noted that (2) is also true for the orbital contributions introduced in Eqs. (13): $K_{AB}^{(k)}$ contains all orbital paths that end with orbital $k$, i.e., the orbital decomposition is done exclusively with respect to the responding nucleus. Contributions $K_{AB}^{(k)}$ will lead to a simple decomposition of SSCC $K_{AB}$. The natural J-coupling (NJc) approach suggested by Peralta, Contreras, and Snyder39 (henceforth called NJc-1) decomposes the FC term in the spirit of Eqs. (13) and therefore requires a second calculation to symmetrize results. This is also true for an extension of NJc-1 suggested by Weinhold and co-workers40 and denoted here as NJc-2.

An orbital analysis of the SSCCs that avoids shortcomings (1) and (2) can be accomplished with the concept of passive and frozen orbitals discussed in the following section.

A. Differentiation of active, passive, and frozen orbitals in the spin–spin coupling mechanism

An orbital can participate in the transfer of spin information from the perturbing to the responding nucleus in three ways:

1. The orbital can be modified directly by $h^{(B)}$. 

(B) \rightarrow k \rightarrow l\rightarrow (A),
(2) The change in the orbital may be sensed by $h^{(A)}$ and thus contribute to $K_{AB}$ directly.

(3) The orbital may be modified by other orbitals, and in turn modify other orbitals, via steric exchange or resonance interactions.

Orbitals for which (1) or (2) or both apply are called active orbitals, whereas those for which only (3) applies are called passive orbitals. Analogously, a contribution to the SSCCs that is related to (1) and (2) is called an active orbital contribution and one that is related to (3), a passive orbital contribution. An active orbital generally provides both an active and a passive contribution to the SSCC. Each orbital path contains one or two active orbitals at its two ends, and any passive contribution of some orbital is at the same time an active contribution of this or these two active orbitals.

Obviously, the first and last orbital in a coupling path are related to active contributions, all other orbitals in the path to passive contributions. Furthermore, only orbital paths that both start and end with an active orbital make nonzero contributions to the SSCC.

The J–OC–PSP1 analysis: The distinction between active and passive orbital contributions allows for a simple decomposition of $K_{AB}$ into one- and two-orbital contributions in the following way: The one-orbital contribution for orbital $k$ comprises all orbital paths where only orbital $k$ is involved as an active orbital, i.e.,

$$
(B) \rightarrow k \rightarrow (A),
$$

or

$$
(B) \rightarrow k \rightarrow \cdots \rightarrow k \rightarrow (A).
$$

The symbol $\cdots$ stands for any number of intermediate steps (including the case of none at all). The two-orbital contribution for a pair of orbitals $(k,l)$ comprises all orbital paths where both $k$ and $l$ make active contributions, i.e., all paths of the form

$$
(B) \rightarrow k \rightarrow \cdots \rightarrow l \rightarrow (A),
$$

or

$$
(B) \rightarrow l \rightarrow \cdots \rightarrow k \rightarrow (A).
$$

The decomposition according to Eqs. (17) and (18) is realized in the simplest form of the J–OC–PSP approach,20 henceforth called J–OC–PSP1 to distinguish it from the more detailed orbital decomposition J–OC–PSP2 discussed in the following.

If orbital paths containing three or more steps are neglected, the one- and two-orbital terms according to Eqs. (17) and (18) will become equivalent to those given by Eqs. (15c) and (15e).

The J–OC–PSP1 orbital contributions can be determined on the basis of SSCC calculations that are modified in the way that the active contributions are retained only for selected orbitals, whereas the other orbitals are artificially set passive, i.e., their active contribution is eliminated. Setting orbital $k$ passive implies that both the matrix elements $h^{(B)}_{ak}$ and $h^{(A)}_{ak}$ (for all $a$) are set to zero. The CP–DFT equations take then the following form:

$$
C^{(B)}_{ak,\text{pass}} = \frac{1}{F_{kk}^{(0)} - \epsilon_a} \left[ (h^{(B)}_{ak,\text{pass}} + (F_{k}^{(0)})_{ak}) + \sum_{l \neq k} ((F_{l}^{(0)})_{ak} - F_{kl}^{(0)} C_{kl}^{(B),\text{pass}}) \right],
$$

(19a)

$$
\hbar^{(N),\text{pass}}_{ak} = \sum_{a'k'} (\delta_{aa'}\delta_{kk'} - p^{\text{pass}}_{ak,a'k'}) \hbar^{(N)}_{a'k'},
$$

(N = A, B),

(19b)

$$
\vec{F}_{ak}^{(B),\text{pass}} = -\sum_{k' a'} \vec{H}_{ak,a'k'} C_{ak}^{(B),\text{pass}}.
$$

(19c)

$$
K_{AB}^{\text{pass}} = \sum_{ka} C_{ak}^{(B),\text{pass}} h_{ak}^{(A),\text{pass}}.
$$

(19d)

Here, $p^{\text{pass}}_{ak,a'k'} = \{1$ for $a = a', k = k', k$ passive, $0$ otherwise.

In the following, we will use the notation $K_{AB}^{\text{pass}}[k,k',\ldots]$ for the SSCC resulting from a calculation with orbitals $k, k', \ldots$ set passive, correspondingly we will use the notations $h^{(N),\text{pass}}[k,k',\ldots]$ and $C^{(N),\text{pass}}[k,k',\ldots]$ $(N = A, B)$. Furthermore, we will employ the symbol $\{\neg k\}$ for a calculation in which only orbital $k$ is kept active whereas all other orbitals are set passive, and the symbol $\{\neg (k,l)\}$ for a calculation in which $k, l$ are kept active and all other orbitals set passive. In J–OC–PSP1, the one-orbital term is given by

$$
K_{AB}^{\text{PSP1}}(k) = K_{AB}^{\text{pass}}[\neg k],
$$

(21)

where the superscript PSP1 is used as a shorthand notation for J–OC–PSP1. For the calculation of the two-orbital term $K_{AB}^{\text{PSP1}}(k\leftarrow l)$, it has to be considered that $K_{AB}^{\text{pass}}[\neg (k,l)]$ contains all orbital paths that start and end with either orbital $k$ or orbital $l$, i.e., all orbital paths in Eqs. (17) and (18). $K_{AB}^{\text{PSP1}}(k\leftarrow l)$ can therefore be calculated as the difference

$$
K_{AB}^{\text{PSP1}}(k\leftarrow l) = K_{AB}^{\text{pass}}[\neg (k,l)] - K_{AB}^{\text{pass}}[\neg k] - K_{AB}^{\text{pass}}[\neg l].
$$

(22)

In practice, $K_{AB}^{\text{PSP1}}(k\leftarrow l)$ can be determined as a by-product of the calculation of the one-orbital terms $K_{AB}^{\text{PSP1}}(k)$. This reduces the number of orbital-selected SSCC calculations required for a J–OC–PSP1 analysis considerably. Details are found in Appendix B.

One can perform the J–OC–PSP1 analysis for groups of orbitals rather than individual orbitals, e.g., by decomposing the orbitals of a molecule in core orbitals, $\sigma$ bond orbitals along the coupling path, lone-pair orbitals at the coupling nuclei, other $\sigma$ bond orbitals not included into the coupling path, and $\pi$ orbitals.20 In this way, the analysis is largely simplified whereas it still provides an efficient description of the coupling mechanism.

The J–OC–PSP2 analysis: A more advanced stage of the analysis, henceforth called J–OC–PSP2, has to be applied if one is interested in the contributions of passive orbitals, e.g., the $\pi$ contributions to the FC term in alkenes, polyenes, or aromatic molecules. Passive orbitals occur only
in coupling paths comprising of at least three orbitals, and their contributions are distributed over those one- and two-orbital terms in J–OC–PSP1 that contain active orbitals only. The one- and two-orbital terms containing the passive orbitals are zero, hence J–OC–PSP1 gives the impression that the passive orbitals make no contribution to the SSCC. However, it has been known for a long time\textsuperscript{4,5,30–36} that, e.g., the π orbitals play an important role for the FC spin–spin coupling mechanism in molecules with multiple bonds. For an explicit analysis of passive orbital contributions, one needs an orbital decomposition that explicitly contains three-, four-, etc., orbital terms, which is realized at the J–OC–PSP2 level.

In J–OC–PSP2, orbital paths will be classified not only based on the active contributions but also based on the passive ones. That is, the one-orbital contribution $P_{AB}^{PSP2}(k)$ (PSP2 is a shorthand notation for J–OC–PSP2) contains all orbital paths where orbital $k$ is involved in any position, $K_{AB}^{PSP}(k\rightarrow l)$, all paths where both $k$ and $l$ are involved, $K_{AB}^{PSP2}(k\rightarrow l\rightarrow m)$, all paths where all three orbitals $k$, $l$, $m$ are involved, etc.

Setting an orbital passive eliminates only its active contribution to the SSCC but leaves the passive ones intact. For the calculation of the J–OC–PSP2 orbital contributions, all contributions of a given orbital must be eliminated. This can be done by freezing the orbital, i.e., excluding all excitations from this orbital into the virtual space (equivalent to excluding it from the CP–DFT calculation). Accordingly, the CP–DFT equations take the following form:

\[ C_{ak}^{(B)\text{froz}}(k) = \frac{1}{F_{kk} - \epsilon_a} \left( h_{ak}^{(B)\text{froz}} + \langle F_{k}^{(B)\text{froz}} \rangle_{ak} \right) \]

\[ + \sum_{l, l \neq k} \left( \langle F_{l}^{(B)\text{froz}} \rangle_{ak} - \sum_{k', a'} \delta_{aa'} \delta_{kk'} - \rho_{ak, a'k'}^{\text{froz}} \right) \times F_{k'l}^{(B)\text{froz}}, C_{a'l}^{(B)\text{froz}} \right) \right], \]

\[ h_{ak}^{(N)\text{froz}} = \sum_{a', k'} \left( \delta_{aa'} \delta_{kk'} - \rho_{ak, a'k'}^{\text{froz}} \right) h_{a'k'}^{(N)}, (N=A,B), \]

\[ F_{ak}^{(B)\text{froz}} = -\sum_{k', a'} \sum_{a''} \left( \delta_{aa'} \delta_{kk'} - \rho_{ak, a''k'}^{\text{froz}} \right) \times H_{a''a'}^{(B)\text{froz}}, C_{a''k'}^{(B)\text{froz}} \]

\[ K_{AB}^{\text{froz}} = \sum_{ka} C_{ak}^{(B)\text{froz}}, h_{ak} \]

Here, $\rho_{ak, a'k'}^{\text{froz}}$ is defined in analogy to $\rho_{ak, a'k'}^{\text{pass}}$ of Eq. (20), i.e.,

\[ \rho_{ak, a'k'}^{\text{froz}} = \begin{cases} 
1 & \text{for } a = a', k = k', k \text{ frozen}, \\
0 & \text{otherwise.} 
\end{cases} \]

In distinction to the case of passive orbitals, the matrix elements in question are set to zero not only in $h_{ak}^{(B)\text{froz}}$ but also in $F_{ak}^{(B)\text{froz}}$.

The calculation of the J–OC–PSP2 orbital contributions differs slightly from that of the J–OC–PSP1 terms. For instance, $K_{AB}^{\text{froz}}[-k]$ contains only the orbital paths $k$, $k \rightarrow k$, $k \rightarrow k \rightarrow k$, etc., and is thus not equal to $K_{AB}^{PSP2}(k)$. Whereas the full $K_{AB}$ comprises all orbital paths, $K_{AB}^{\text{froz}}[k]$ contains all orbital paths except those involving $k$ in any position. Therefore,

\[ K_{AB}^{\text{froz}}(k) = K_{AB} - K_{AB}^{\text{froz}}[k]. \]  

(25)

The SSCC $K_{AB}^{\text{froz}}[k,l]$ contains all paths except those containing $k$ or $l$ (or both) in any position. Thus,

\[ K_{AB}^{\text{froz}}(k \rightarrow l) = K_{AB} - K_{AB}^{\text{froz}}[k] - K_{AB}^{\text{froz}}[l] + K_{AB}^{\text{froz}}[k,l]. \]  

(26a)

\[ K_{AB}^{\text{froz}}(k \rightarrow l \rightarrow m) = K_{AB} - K_{AB}^{\text{froz}}[k] - K_{AB}^{\text{froz}}[l] - K_{AB}^{\text{froz}}[m] \]

\[ + K_{AB}^{\text{froz}}[l,m] + K_{AB}^{\text{froz}}[k,l,m]. \]  

(26b)

More complicated expressions result for four-orbital and higher orbital interaction terms, which in principal can all be calculated with J–OC–PSP2 although the information gained by these terms is small.

It should be noted that the J–OC–PSP orbital decomposition of the SSCC is done with respect to sets of unique orbitals occurring in an orbital path rather than with respect to individual orbital paths. For instance, the contributions from Eqs. (16b)–(16g) will all be collected in $K_{AB}^{PSP2}(k \rightarrow l)$. This is in line with the way orbital contributions to SSCCs are understood. If one were interested in the contributions to individual orbital paths one had to follow the iterative solution of the CP–DFT equations (without convergence acceleration) step by step and to modify the projector $P^{\text{froz}}$ in each step.

J–OC–PSP2 can lead to many orbital contributions, which imply additional calculations. The expenses of the J–OC–PSP2 analysis can, however, be reduced in two ways. First, one is often interested in just a few rather than all three- or more-orbital contributions because most of the three- or more-orbital contributions can be predicted to be negligible. Hence, one can restrict the J–OC–PSP2 to a few selected orbital combinations.

Second, one may be interested in the effect of some orbitals as a group rather than the contributions of the individual orbitals within the group. An example is the π system in an alkene. In this case, one can determine the total contribution for a group of orbitals (all σ bonds at the double bond):

\[ K_{AB}^{PSP2}(k, l, \ldots) = K_{AB} - K_{AB}^{\text{froz}}[k,l,\ldots] \]  

(27)

and terms describing the interaction between two or more groups of orbitals as, e.g.,

\[ K_{AB}^{PSP2}(k, k' \rightarrow l) = K_{AB} - K_{AB}^{\text{froz}}[k,k'] - K_{AB}^{\text{froz}}[l] \]

\[ + K_{AB}^{\text{froz}}[k,k',l]. \]  

(28)

It should be noted that the J–OC–PSP1 analysis can be analogously performed in terms of orbital groups (e.g., core, σ bonds, π bonds, lone pairs,...) rather than individual orbitals.
The J–OC–PSP2 terms can be decomposed into an active and a passive contribution. For instance,

\[ K_{AB}^{PSP2}(k) = K_{AB}^{PSP2,act}(k) + K_{AB}^{PSP2,pass}(k), \]

\[ K_{AB}^{PSP2,act}(k) = K_{AB}^{pass} - K_{AB}^{pass} \frac{k}{k} - K_{AB}^{freeze} \frac{k}{k}, \]

\[ K_{AB}^{PSP2,pass}(k) = K_{AB}^{pass} \frac{k}{k} - K_{AB}^{freeze} \frac{k}{k}. \]

The active J–OC–PSP2 terms are related to the J–OC–PSP1 terms by Eqs. (30):

\[ K_{AB}^{PSP2,act}(k) = K_{AB}^{PSP1}(k) + \sum_{l,j \neq k} K_{AB}^{PSP1}(k \leftrightarrow l), \]

\[ K_{AB}^{PSP2,pass}(k) = K_{AB}^{PSP1}(k \leftrightarrow l). \]

Echo effects in spin–spin coupling: The two- and three-orbital J–OC–PSP2 terms can be linked to specific processes in the spin–spin coupling mechanism. An important kind of processes contained in the \( K_{AB}^{PSP2,act}(k \leftrightarrow l) \) term are orbital interactions that we call echoes: If orbital \( k \) is perturbed by nucleus B, the changes in orbital \( k \) will result in changes in orbital \( l \) as well. These changes in \( l \) can in turn give rise to changes in \( k \) in addition to those caused by nucleus B. Pictorially speaking, if all orbitals in the system are active or passive, orbital \( k \) can be considered as supported by a system of springs symbolizing the interactions with the surrounding orbitals. If one or more of the surrounding orbitals are frozen, the springs are replaced by a rigid support, and \( k \) will react differently to a external perturbation.

An example for an echo effect is the interaction of \( \sigma \) and \( \pi \) orbital in a multiple CC bond: If the \( \sigma \) orbital is spin polarized by the perturbing nucleus or otherwise, it will induce an equally oriented spin polarization in the \( \pi \) bond orbital. This spin polarization, in turn, will feed back into the \( \sigma \) orbital and enhance its spin polarization. J–OC–PSP2 can detect this effect whereas J–OC–PSP1 cannot as the \( \pi \) orbital is passive anyway. Another example for an echo effect is encountered by the CH bond orbitals around a perturbing C nucleus for the CC coupling in ethylene. The \( \sigma(CH) \) orbital spin polarizes the \( \sigma(CH) \) orbitals, which in turn modify the spin polarization of the \( \sigma(CC) \) bond orbital.

The three-orbital terms \( K_{AB}^{PSP2}(k \leftrightarrow l \leftrightarrow m) \) correspond to a different coupling mechanism, viz. the spin transport by a passive orbital \( l \) from an orbital \( k \) via \( l \) to a third orbital \( m \). A typical example for a spin transport effect is given by the orbital path 1s(C1) → 1s(C1C2) → 1s(C2) for the C–C coupling constant in ethylene.

**B. Comparison of J–OC–PSP with other methods**

Perturbation-theoretical calculations with selected orbitals frozen have been used earlier to estimate the \( \pi \) contribution to SSCCs. Contreras and co-workers \(^{33,34} \) performed calculations with frozen \( \pi \) orbitals both for finite-perturbation-theory and self-consistent-perturbation theory at the intermediate neglect of differential overlap (INDO) level of theory. The basic idea of their approach is equivalent to ours. However, the methods presented by Contreras and co-workers \(^{33,34} \) depend on the use of canonical MOs and allow only to freeze the \( \pi \) system as a whole rather than individual \( \pi \) orbitals or individual \( \sigma \) orbitals in addition to the \( \pi \) system. The same holds for the INDO- and sum-over-states (SOS)-2 calculations of \( \pi \) contributions by Fukui and co-workers. \(^{35,36} \) Furthermore, the approach by Fukui and co-workers \(^{35,36} \) is based on a direct manipulation of the orbital Hessian, which requires that the Hessian is explicitly available. As was discussed in connection with Eqs. (9)–(12), this is not the case for CP–DFT calculations. Hence, the algorithm presented here is more flexible and applicable to a wider range of computational levels than the methods discussed in Refs. 33–36.

**C. Implementation of the J–OC–PSP2 analysis: Summary of orbital terms**

From the theoretical derivation given in Sec. II A, a number of differently defined orbital contributions results, which have to be classified according to their importance and physical meaning. This is best done by orbital paths and the procedure outlined in the following. Actually, an orbital path and its contribution to the spin–spin coupling mechanism are of little relevance for the SSCC analysis (there exists an infinite number of orbital paths and it would be rather difficult to analyze the most important orbital paths individually), they help to understand the various orbital contributions, which comprise several (or an infinite number of) paths. (Note that an orbital path can contribute to more than one orbital contribution in J–OC–PSP2.) This can be clarified by considering the 12 orbital paths of Fig. 1. Paths 1, 2, and 3 are the first three members of an infinitely large set of paths defined by repeated involvement of orbital \( k \). For example, path 2 describes how orbital \( k \) is perturbed by the spin moment of nucleus B. This leads to a change in the exchange potential associated with \( k \), which in turn changes \( k \) again by self-exchange before orbital \( k \) interacts with the spin moment of nucleus A. Hence, a path such as 1, 2, and 3 describe the self-consistent adjustment of orbital \( k \) to the perturbation provided by nucleus B. Clearly, the self-consistent adjustment process is of little interest for the analysis and therefore it is reasonable to sum all the corresponding path contributions into a one-orbital term.

In Tables I, II, and III, we give an overview of the orbital contributions defined in this work. They are given for a non-trivial SSCC \(^{1}J(A,B)\) in a three-orbital system (orbitals \( k, l, m \), for which 12 orbital paths (out of an infinite number) are shown in Fig. 1 to clarify the difference between the individual orbital contributions. Table I gives in its first two parts the few orbital contributions needed for the J–OC–PSP1 or J–OC–PSP2 analysis. Note that (a) the same orbital path can contribute to different orbital terms in J–OC–PSP2 and (b) the assignment of orbital paths to orbital contributions is handled essentially differently for J–OC–PSP1 (only active orbitals can carry an orbital contribution, and in the one-orbital contributions, they must be active at both A and B) and J–OC–PSP2 (any contribution, active or passive, of a
The numbering of the orbital paths refers to Fig. 1. An × in a table entry indicates that the orbital contribution shown in the corresponding row includes the orbital path given in the corresponding column.
and higher order orbital terms at the J–OC–PSP2 (see Table I; at the J–OC–PSP1 level only active orbital contributions are considered) and thus only active orbitals can have non-zero orbital contributions, whereas orbital contributions at the J–OC–PSP2 level contain all contributions, no matter whether active or passive, of this orbital to the spin–spin coupling. In the latter case a number of auxiliary orbital contributions obtained in selected orbital SSCC calculations is needed to derive the actual orbital contributions $K^{\text{PSP2}}(k)$ and $K^{\text{PSP2}}(k \rightarrow l)$. Hence, for the analysis only two different types of orbital contributions (four if active and passive contributions must be considered) are required whereas the calculations must also consider terms of the type $K[k]$, $K[k, l]$, etc. (see Table I). This comparison shows that although more than 20 different orbital contributions have been defined in this work, only a few are of importance for the actual J–OC–PSP analysis.

When applying the J–OC–PSP methods to, e.g., to the SSCC $1^1J(\text{CC})$ of ethylene, the relevant orbital contributions are $K^{\text{PSP1}}(\sigma(\text{CC}))$ and $K^{\text{PSP1}}(\sigma(\text{CH}))$, where at the J–OC–PSP2 level also the corresponding passive contribution of the $\pi$ orbital is obtained. For the simple analysis it is sufficient to handle all $\sigma(\text{CH})$ orbitals in a single group thus reducing the number of calculations to just three. In this work, however, we will further detail into individual $\sigma(\text{CH})$ contributions to clarify, which terms are important and which are not.

For the calculation of the auxiliary terms $K[k]$, $K[k, l]$, etc., given in Table I, the existing CP–DFT program was extended. By performing the selective orbital calculations in an order given by the equations in Sec. II.A, the active and passive contributions of Table I are obtained.

### D. Computational details

All SSCC calculations were carried out with the CP–DFT method described previously by us. For this purpose, the hybrid functional B3LYP and the basis set $(15s, 10p, 2s, 6s, 2p) / [7s, 6p, 2d, 4s, 2p]$ (Refs. 44 and 45) designed for the calculation of magnetic properties was used. The SSCCs of ethylene were calculated at the experimental geometry of the molecule from Ref. 46 (bond lengths and bond angles are given in scheme I).

The J–OC–PSP analysis and the orbital-selected SSCC calculations were carried out for LMOs obtained with a Boys localization where however core, $\sigma$, and $\pi$ orbitals are

### Table II. Distribution of different orbital paths among orbital contributions as described by J–OC–PSP1 and J–OC–PSP2 for a three-orbital problem: Simplified version based on orbital groups.

<table>
<thead>
<tr>
<th>Type</th>
<th>Contribution</th>
<th>Eq.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>One orbital</td>
<td>$K^{\text{PSP1}}(k, l)$</td>
<td>(27)</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>Two orbital</td>
<td>$K^{\text{PSP2}}(k \rightarrow l, m)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Same auxiliary quantities as for J–OC–PSP are required.

*The numbering of the orbital paths refers to Fig. 1. An $\times$ in a table entry indicates that the orbital group contribution shown in the corresponding row includes the orbital path given in the corresponding column.

### Table III. Comparison with other analysis methods.

<table>
<thead>
<tr>
<th>Type</th>
<th>Contribution</th>
<th>Eq.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple post-processing decomposition</td>
<td>$K^k$</td>
<td>(13)</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decomposition based on $\tilde{F}^{(b), x}$</td>
<td>$K^{(x)}$</td>
<td>(15c)</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Two orbital $K^{(x \rightarrow l)}$</td>
<td>(15d)</td>
<td>$\times$</td>
<td>$\times$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Two orbital $K^{(x \rightarrow k)}$</td>
<td>(15d)</td>
<td>$\times$</td>
<td>$\times$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Two orbital $K^{(x \rightarrow k)}$</td>
<td>(15e)</td>
<td>$\times$</td>
<td>$\times$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*The numbering of the orbital paths refers to Fig. 1. An $\times$ in a table entry indicates that the orbital contribution shown in the corresponding row includes the orbital path given in the corresponding column.
TABLE IV. Ramsey terms, their total $\pi$ total, and their active $\pi$ contributions for all SSCCs of ethylene.$^a$

<table>
<thead>
<tr>
<th>Coupling nucleus</th>
<th>Total $\pi$</th>
<th>FC</th>
<th>PSO</th>
<th>DSO</th>
<th>SD</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hz</td>
<td>SI</td>
<td>Act $\pi$</td>
<td>Hz</td>
<td>SI</td>
<td>Act $\pi$</td>
</tr>
<tr>
<td>C1–C2</td>
<td>79.1</td>
<td>4.5</td>
<td>5.9</td>
<td>0.0</td>
<td>-10.1</td>
<td>-2.2</td>
</tr>
<tr>
<td>H3–C1</td>
<td>153.4</td>
<td>2.9</td>
<td>1.0</td>
<td>0.0</td>
<td>0.5</td>
<td>0.8</td>
</tr>
<tr>
<td>H3–C2</td>
<td>0.6</td>
<td>-2.4</td>
<td>-0.8</td>
<td>0.0</td>
<td>-1.1</td>
<td>-0.3</td>
</tr>
<tr>
<td>H3–H4</td>
<td>1.9</td>
<td>-1.5</td>
<td>-0.2</td>
<td>0.0</td>
<td>4.1</td>
<td>0.6</td>
</tr>
<tr>
<td>H3–H5</td>
<td>11.9</td>
<td>1.5</td>
<td>0.2</td>
<td>0.0</td>
<td>0.7</td>
<td>0.1</td>
</tr>
<tr>
<td>H3–H6</td>
<td>18.5</td>
<td>1.5</td>
<td>0.2</td>
<td>0.0</td>
<td>3.2</td>
<td>0.4</td>
</tr>
</tbody>
</table>

$^a$The total $\pi$ contribution is given as the sum of active (act) and passive ($p$) contribution. Experimental values from Ref. 35. For nuclei numbering, see scheme 1. All SSCCs are expressed in Hz, the total $\pi$ contribution is also given as reduced SSCC in SI units of 10$^{19}$ J T$^{-2}$ to facilitate comparison between different types of SSCCs. CP–DFT/B3LYP/(11s,7p,2d/5s,1p) calculations. The first nucleus of each pair is the perturbed nucleus.

For the visualization of the FC coupling mechanism, we will show diagrams of the FC spin density distribution $\rho^{(B),\text{FC}}(r)$ derived recently,$^{20}$

$$\rho^{(B),\text{FC}}(r) = 2 \sum_k^{occ} \psi_k^{(0)}(r) \psi_k^{(B),\text{FC}}(r).$$

The distribution $\rho^{(B),\text{FC}}(r)$ can be split up into orbital contributions. The $\rho^{(B),\text{FC}}(r)$ and selected orbital contributions will be represented in form of contour line plots, where the contour levels are given by a geometric progression with the ratio of 100$^{1/5}$ between two subsequent contours. All SSCC calculations are performed with the ab initio program package COLOGNE 2003.$^{48}$

III. INVESTIGATION OF THE $\pi$ MECHANISM IN ETHYLENE—THE ROLE OF PASSIVE ORBITALS

In the following, we will discuss the results obtained for ethylene and unravel the role of the passive orbital contributions step by step. Our focus will be predominantly on the $\pi$ orbital and the spin information mediated by it. We will calculate the $\pi$ orbital contribution to the FC term and total SSCC.

A. The $\pi$ spin–spin coupling mechanism in ethylene

In Table IV, the calculated and measured SSCCs of ethylene are compared. In addition, the four Ramsey terms of the SSCCs are partitioned into active and passive $\pi$ contributions. The total $\pi$ contribution to each Ramsey term is given as well as the active part of this contribution. The passive $\pi$ contribution is obtained by deducting the active part from the total $\pi$ term. Similarly, one obtains the total $\sigma$ contributions by subtracting $\pi$ and core parts from the actual value of the Ramsey term. In Table V, the orbital contributions to $\sigma$ and $\pi$ part, calculated according to Eq. (13), are listed.

The calculated SSCCs of ethylene are in reasonable agreement with the measured ones$^{2,5}$ (see also Refs. 33–36) where one has to consider that the latter must be adjusted for vibrational corrections to become directly comparable with the CP–DFT values. In this work, we are interested more in the observed trends of the SSCCs of a $\pi$ system rather than their absolute values and in this respect the obtained agreement between theory and experiment is satisfactory.

Although the FC term dominates all SSCCs, the other Ramsey terms are non-negligible (Table IV). It is however a fact that the three noncontact terms largely cancel each other out. Therefore, we focus first on the FC coupling mechanism and the involvement of the $\pi$ electrons in this mechanism. Clearly there cannot be an active contribution to the FC mechanism by the $\pi$ electrons (Table IV) because they possess zero density at the nuclei, which excludes any spin polarization of the $\pi$ density by the internal magnetic field of the nucleus. However, there is a passive contribution of the $\pi$ electrons to the FC term, which, despite the strong variation of the FC term between 0.6 and 153.4 Hz, is rather constant (1.5 to 4.5 Hz; Table IV). As a result of this, the importance of the $\pi$ part of the FC coupling mechanism increases with the length of the coupling path: For one-bond FC(CH) coupling the $\pi$ contribution is just 2% of the total FC term whereas for the three-bond FC terms it is more than 10%. The geminal FC terms represent an exception in so far as the magnitude of the $\pi$ part is comparable or even larger than that of the actual FC term and their signs differ.

In Fig. 2, the total FC spin polarization distribution [Fig. 2(a)], the $\pi$ orbital contribution to the FC spin density [Fig. 2(b)] and the $\pi$-induced part of the FC spin density in $\sigma$(C1C2) shown for ethylene in the $yz$ plane, i.e., the plane cutting through the $\pi$ orbital of the molecule. The perturbing nucleus is C1 and since an $\alpha$-spin moment is assumed for the perturbing nucleus, Fermi coupling should imply a dominance of $\beta$ electron spin in the vicinity of C1. This is actually the case, but only in a small core region next to C1 (about 0.2 Å around C1) not visible in Fig. 2(a). This core region is surrounded by a spherical region with a dominance of $\alpha$ spin [concentric solid circles in Fig. 2(a)] which in turn is surrounded by a sphere of $\beta$ spin. The region around C1 is separated from a large region of $\alpha$-spin dominance surrounding C2 by a nodal surface [Fig. 2(a)].

The portion of the FC spin polarization that belongs to the $\pi$(CC) orbital is displayed in Fig. 2(b). This spin density is nearly identical with the spin density belonging to the J–OC–PSP2 contribution FC$^{\text{PSP2}}[\pi(\text{CC})]$ (not shown), i.e., the impact a freezing of the $\pi$ orbital has on the total spin density. In the following, we will use the notation FC($\pi$) for
the J–OC–PSP2 contribution of the total π system, i.e., we will write FC instead of JFC and omit the superscript PSP2, as all orbital analyses in the present work are done at the J–OC–PSP2 level.

As the π(CC) orbital of ethylene has nodes at all atoms, this spin polarization is of a passive character being induced by the orbitals 1s, σ(CC), and σ(CH); similarly its impact on the responding nucleus needs to be mediated by other electrons. At C1, there is a dominance of β spin and at C2 of α spin. This is also the case when considering just that part of the passive π contribution to the FC spin polarization transported by the σ(CC) orbital to the responding nucleus. This part is obtained as a FC spin density difference for the π(CC) orbital kept once unfrozen (positive sign) and once frozen (negative sign). The spin polarization of the π(CC) orbital [Fig. 2(b)] as well as its echo on the σ(CC) orbital [Fig. 2(c)], is nearly antisymmetric. Without understanding the FC spin–spin coupling mechanism, it is no longer possible to tell whether C1 or C2 is the perturbing nucleus as the spin information is transferred to the π orbital via other orbitals rather than from the nuclear magnetic moment.

Figures 2(b) and 2(c) suggest that the π mechanism in ethylene should follow a simple pattern: From the perturbing nucleus, the spin information is coupled into the π orbital via some σ orbital or chain of σ orbitals. The only possible reaction of the π orbital is a polarization along the CC bond axis, and that results in a surplus of α density in the π area around one of the C atoms and a corresponding β surplus density at the other C atom in the bond. Hence, the values of the FC(π) terms should be less dependent on details of the bonding situation than the value for the total FC term.

Figure 3 schematically shows the inclusion of the π orbitals into the FC coupling mechanism in the case of \(^1J(\text{CC})\). The density of the 1s(C1), σ(C1C2), σ(C1H3), and
The \( \sigma(C1H4) \) orbital is spin polarized by the perturbing nucleus C1 by Fermi coupling [Fig. 3(a), mechanism 3] in the way that the spin density close to C1 is dominated by \( \beta \) spin. The spin-polarized \( \sigma \) density causes also a dominance of \( \beta \) spin in the \( \pi \) orbital at C1 according to the intra-atomic Hund rule (mechanism 1). Pauli coupling (mechanism 2) of the electrons of the \( \pi \) bond leads to a dominance of \( \alpha \) spin at nucleus C2, which of course does not affect the spin of nucleus C2, however the C2 surrounding \( \sigma \) density is affected in the way that this also is preferentially of \( \alpha \) spin (mechanism 1). The \( \alpha \)-spin density leads to a \( \beta \)-spin moment of nucleus C2 (Fermi coupling, 3) and a positive \( \pi \) contribution of 4.4 Hz, i.e., by this amount the FC coupling mechanism transmitted through the \( \sigma(CC) \)-spin density (142 Hz, Table V) is increased.

The external CH bonds all lead to a negative \( \sigma \) contribution to \( ^1\text{FC(CC)} \) (–21.5 and –10.2 Hz, Table V), which is typical of one-bond coupling constants and has been discussed in Ref. 20 (the one-bond path is extended to a two-bond coupling path thus implying a change in sign). At the site of the responding nucleus C2, there are passive \( \pi \) contributions of 2.0 Hz (Table V) caused by a transmission of the \( \pi \)-spin polarization to the \( \sigma(C2H5) \)- and \( \sigma(C2H6) \)-spin density. Since the mechanism via the \( \pi \)-orbital functions in the same way as described in Fig. 3(a), the contribution is positive, although somewhat smaller than for \( \sigma(C1C2) \) considering the fact that the CH LMOs have smaller amplitudes at the responding nucleus.

A relatively strong passive \( \pi \) contribution of –3.9 Hz is obtained via the 1s core orbital at C2. This change in sign and the FC spin density pattern at C1 are related. The 1s orbital is fully localized in the core region of C2. If the electron in the outer sphere of the 1s(C2) orbital adopts preferentially \( \alpha \) spin because of the spin-polarization mechanism via the \( \pi \) orbital [Fig. 3(b)], the \( \beta \) 1s electron must contract toward the C2 nucleus and generate a surplus of \( \beta \) spin there [Fig. 3(b)], as \( \alpha \) and \( \beta \) electron always respond in an opposite way to the FC perturbation. Fermi coupling leads to an \( \alpha \) nuclear spin and accordingly to a negative 1s(C2) contribution of the passive \( \pi \) part.

The electron pair in the 1s(C1) orbital is spin polarized in the opposite way (\( \beta \) spin close to the nucleus; \( \alpha \) spin in the outer sphere of the 1s orbital) as can be seen in Fig. 3(b). This spin distribution is superimposed by that of the \( sp^2 \) hybrid orbital forming the CC \( \sigma \) bond, which is completely negative (\( \beta \) dominated) in the region of C1 but positive (\( \alpha \) dominated) in the region of C2 again due to the opposite response of \( \alpha \) and \( \beta \) electron, which is enhanced by exchange effects and left–right correlation. Figure 2(a) shows that in the (outer) core region of C1 the spin polarization of 1s (dominance of \( \alpha \)), in the valence region the spin polarization of the \( sp^2 \) hybrid orbital dominates (dominance of \( \beta \)).

The passive \( \pi \) contributions to the FC term of 1J(C1H3) can be explained in the same way if one considers that the \( \sigma \)-bond density C1H3 is anisotropic (because of the \( \pi \) density at C1) rather than rotationally symmetric. In the quantum chemical calculation, this can only be correctly described by the inclusion of \( p \)-type polarization functions at the H atom. Hence, there is a \( \pi \)-type contribution to reflect the anisotropy of the C1H3 bond density. In Figs. 3(c) and 3(d), this is schematically indicated where Fig. 3(c) indicates the \( \pi \)-type mechanism similar to the case of 1J(CC) [Fig. 3(a)] and Fig. 3(d) describes an echo effect: spin polarization is transmitted via the \( \sigma(C1H3) \)-orbital to nucleus C1 (H3 is the perturbing nucleus). There it causes the spin polarization of the \( \pi \) density at C1, which can in turn increase the spin polarization of any \( s \)-type density close to the nucleus C1.

Clearly, the \( \pi \) effects for the \( ^1\text{FC(CH)} \) coupling mechanism are smaller than those of the \( ^1\text{FC(CC)} \) one as there are no real \( p \) orbitals at the H atom. However, both the type and the relative ratio of positive and negative \( \pi \) contributions are the same so that the calculated value of 2.9 Hz reflects again the partial cancellation of positive valence (2.4, 1.7, 1.4 Hz, Table V) and the negative core contribution (–2.8 Hz).

All passive \( \pi \)-contributions to the orbital terms listed in Table V can be explained in a similar way. Only those orbitals with a sizable amplitude at the responding nucleus lead to a significant contribution. For example, for the C1C2 coupling, these are the \( \sigma(C1C2) \), \( \sigma(C2H5) \), \( \sigma(C2H6) \), and the...
1s(C2) orbital, however not the σ(C1H3), σ(C1H4), or 1s(C1) orbitals (see Table V, small values unequal zero arise from second order effects). The magnitude of the orbital contributions depends on the position of the π orbital in the coupling path. It decreases in the following order: (a) p π orbitals at both coupling nuclei; (b) at one of the coupling nuclei; (c) at the nucleus (nuclei) next to the coupling nuclei.

The corresponding absolute π contributions are 5.8 (\(^{1}\)σ(C=C\(^{\pi}\)) and 2.7 (\(^{1}\)σ(CH) for \(^{1}\)FC(CC), 0.8 (\(^{1}\)σ(CC)), 0.6 (\(^{1}\)σ(CH)), or 0.4 (\(^{1}\)σ(CH)) for \(^{1}\)FC(CH) and \(^{1}\)FC(CCH) and 0.1 SI units (\(^{1}\)σ(CH)) for proton-proton couplings. Here, the starred nuclei denote perturbing and/or responding nucleus. “SI units” means henceforth reduced SSCCs in units of \(10^{19} \text{J T}^{-2}\), which are used to show the electronic effect (for Hz values, see Table V). If the induced π contribution is associated with a valence orbital, the sign of the contribution can be determined with a Dirac vector model (one-bond coupling, +; two-bond coupling, –; etc.). For π contributions induced by the core orbital the opposite sign applies.

The analysis of the FC(π) terms clearly reveals that the spin polarization via the π system follows a simple pattern. For example, the total values of the FC terms of \(^{1}\)J(1C1H3) (153.4 Hz) and \(^{3}\)J(C2C1H3) (0.6 Hz, Table IV) differ by more than a factor of 100. The corresponding FC(σ) terms, in contrast, differ by less than 20% in absolute magnitude (2.9 and –2.4 Hz; Table IV) because similar types of contributions are involved: \[\left[\left(\sigma(\text{C}=\text{C})+\sigma(\text{CH})\right) - \left(\sigma(\text{CC})+\sigma(\text{CH})-1\sigma(\text{C})\right)\right] \]
\[= \left[\sigma(\text{CH})-\sigma(\text{CC})\right] \approx 0.2 \text{ Hz}.\]
For the geminal and vicinal H–H coupling constants, this model is even more strongly supported: All three H–H coupling constants are 1.5 Hz in absolute values, with signs following the Dirac vector model.

### B. Comparison of passive π contributions obtained with different methods: Basis set dependence

Although the SSCCs calculated with the CP–DFT method agree reasonably with measured values, this does not provide any proof that the calculated π contributions of the various SSCCs are reasonable. In Table VI, the values obtained in this work are compared with INDO/SOS2 π contributions calculated by Fukui and co-workers.\(^{35,36}\) The results of Contreras and co-workers\(^{33,34}\) are comparable to those of Fukui and therefore, we will consider here just the INDO/SOS2 π contributions.

The comparison reveals that the π contributions to the FC term of H–H coupling constants agree well for the semi-empirical INDO/SOS2 and the CP–DFT/B3LYP method, even though the values for the total FC terms differ strongly between the two methods. In contrast, for C–H and C–C SSCCs INDO/SOS2 tends to overestimate the FC(π) contribution by a factor of \(\approx 1.5\) (C–H SSCCs) or 2.5–4 (C–C SSCCs). As seen from Table V, the π-coupling mechanism between protons does not involve any 1s(C) orbital, in distinction to the case of SSCCs C–H and C–C. The spin polarization of the 1s(C) orbitals, however, requires an appropriate level of theory and an extended basis set for a proper description. This leads to the conjecture that the observed deviations for the FC(π) terms C–C and C–H are connected to the impact of the 1s(C) orbitals. We recalculated therefore the SSCCs of ethylene with Pople’s 3-21G basis set.\(^{39}\) The results confirm the trends observed for the FC(π) contributions from Fukui’s INDO/SOS2 calculations.\(^{35,36}\) In Table VII, the passive π part of each orbital contribution to \(^{1}\)FC(C1C2) of ethylene are compared for the [7s,6p,2d,4s,2p] basis set used in this work (large basis set, A) and the valence basis set 3-21G (small basis set, B). Orbital contributions are given as defined in Eq. (22).

Table VII reveals that the 1s(C2) FC(π) contribution is strongly basis-set dependent, amounting to –3.9 Hz for basis set A as compared to –1.3 Hz for basis set B. The σ(C2H) contribution is by 1.4 Hz and the σ(C1C2) contribution by 1.0 Hz larger for basis B than for basis A.

Figures 4(a) (large basis A), 4(b) (small basis B), and

### Table VI. Comparison of the passive π contributions to the FC term for the SSCCs of ethylene as calculated with different methods.

<table>
<thead>
<tr>
<th>Nuclei</th>
<th># Bonds</th>
<th>INDO/SOS2</th>
<th></th>
<th></th>
<th>CP–DFT/B3LYP</th>
<th>Expt.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>FC</td>
<td>FC(π)</td>
<td>FC(σ)</td>
<td>J</td>
<td></td>
</tr>
<tr>
<td>1–2</td>
<td>1</td>
<td>82.1</td>
<td>15.0</td>
<td>79.1</td>
<td>4.5</td>
<td>72.8</td>
</tr>
<tr>
<td>3–1</td>
<td>1</td>
<td>156.7</td>
<td>4.4</td>
<td>153.5</td>
<td>2.9</td>
<td>154.4</td>
</tr>
<tr>
<td>3–2</td>
<td>2</td>
<td>–11.6</td>
<td>–4.4</td>
<td>0.6</td>
<td>–2.4</td>
<td>–1.2</td>
</tr>
<tr>
<td>3–4</td>
<td>2</td>
<td>3.2</td>
<td>–1.3</td>
<td>1.9</td>
<td>–1.5</td>
<td>2.5</td>
</tr>
<tr>
<td>3–5</td>
<td>3</td>
<td>9.3</td>
<td>1.3</td>
<td>11.9</td>
<td>1.5</td>
<td>11.4</td>
</tr>
<tr>
<td>3–6</td>
<td>3</td>
<td>25.2</td>
<td>1.3</td>
<td>18.5</td>
<td>1.5</td>
<td>18.4</td>
</tr>
</tbody>
</table>

For nuclei numbering see scheme 1. All SSCCs are expressed in Hz, and were calculated using CP–B3LYP with the (1s,7p,2d/5s,3p)(7s,6p,2d/4s,2p) basis. In each pair of nuclei the perturbed nucleus is given first. Experimental values from Ref. 35.

### Table VII. The impact of the basis set on the passive π contributions to the FC term of \(^{1}\)JC1C2 in ethylene.

<table>
<thead>
<tr>
<th>Orbital</th>
<th>A</th>
<th>B</th>
<th>A</th>
<th>B</th>
<th>Δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>1s(C2)</td>
<td>–7.69</td>
<td>–2.14</td>
<td>–3.88</td>
<td>–1.27</td>
<td>–2.60</td>
</tr>
<tr>
<td>1s(C1)</td>
<td>–0.10</td>
<td>0.04</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>σ(C2H)</td>
<td>–19.51</td>
<td>–13.21</td>
<td>2.02</td>
<td>3.36</td>
<td>–1.35</td>
</tr>
<tr>
<td>σ(C1C2)</td>
<td>146.34</td>
<td>107.32</td>
<td>4.39</td>
<td>5.39</td>
<td>–1.01</td>
</tr>
<tr>
<td>σ(C1H)</td>
<td>–10.24</td>
<td>–7.48</td>
<td>–0.03</td>
<td>–0.04</td>
<td>0.02</td>
</tr>
<tr>
<td>Total</td>
<td>79.06</td>
<td>63.86</td>
<td>4.49</td>
<td>10.75</td>
<td>–6.26</td>
</tr>
</tbody>
</table>

All values in Hz. Δ denotes the difference FC(π)/A – FC(π)/B. FC terms calculated at the CP–B3LYP level of theory with the [7s,6p,2d/4s,2p] basis set (basis A) and the 3-21G basis set (basis B).
FIG. 4. The FC spin polarization of the $\pi$(C1C2) orbital and its impact on the FC spin polarization of the $1s$(C2) orbital. The plots were done in the plane through the CC bond perpendicular to the molecular plane for an area of 1.2 Å by 1.2 Å around C2. The z axis is along the CC bond. For the choice of the contour lines, see caption to Fig. 2. The difference of the spin densities are scaled by a factor of 100. (a) FC($\pi$) spin polarization of $1s$(C2). B3LYP/[7s,6p,2d/4s,2p] calculation. (b) FC($\pi$) spin polarization of $1s$(C2). B3LYP/3-21G calculation. (c) Difference of the spin densities shown in (a) and (b). (d) FC($\sigma$) spin polarization of $\sigma$(C1C2), B3LYP/[7s,6p,2d/4s,2p] calculation. (e) FC($\pi$) spin polarization of $\sigma$(C1C2). B3LYP/3-21G calculation. (f) Difference of the spin densities shown in (d) and (e).

4(c) (difference A–B) show the impact of the passive $\pi$(C1C2) contribution on the $1s$(C2) orbital in a region of 1.2 Å×1.2 Å around C2. As discussed in connection with Figs. 2 and 3, the spin polarization of $\pi$(C1C2) leads to an $\alpha$ surplus spin density in the $\pi$ space around C2 [Figs. 2(b) and 3(b)]. For basis set A [Fig. 4(a)], the $1s$(C2) orbital obtains more $\alpha$ spin density in that part of the core region where the $\pi$(C1C2) orbital has still a sizable amplitude. This is in line with the intra-atomic Hund rule according to which the two orbitals maximize their mutual exchange energy. Due to Pauli pairing of the $1s$ electrons, the $\alpha$ surplus in the outer core region is compensated by a $\beta$ surplus in the inner core region [where the $\pi$(C1C2) orbital is not present]. This gives rise to a large negative spin density of $1s$(C2) at C2 and accounts for the large negative contribution of $1s$(C2) to FC($\pi$) [see Fig. 3(b)].

The small basis set B [Fig. 4(b)] is not able to describe the spin polarization of the $1s$(C2) orbital properly. One obtains an $\alpha$ surplus density in the outer valence region and a spherical $\beta$ surplus density in a region with a radius of about 0.25 Å around C2, which no longer reflects Pauli pairing of the core electrons. As this $\beta$ surplus density is less concentrated than for the large basis A, its negative contribution to FC($\pi$) is absolutely smaller (Table VII; note that for the FC mechanism only the spin density at the contact surface of the nucleus counts). Actually, the extra spin density and thus the extra attractive potential induced by the $\pi$(C1C2) orbital leads to an anisotropic component of the FC spin density, which has $d_{x^2}$ character [see Fig. 4(a)]. A proper description of the spin polarization requires virtual $d$ functions, which are not available in the small basis B [Fig. 4(b)]. The increased flexibility of the large basis A as compared to basis B [see difference of the FC spin density shown in Fig. 4(c)] results in a $\beta$ surplus in a small region around C2, surrounded by a region with $\alpha$ spin surplus.

The basis set dependence of the FC($\pi$) contributions from the $\sigma$(C1C2) [Figs. 4(d), 4(e), and 4(f)], $\sigma$(C2H5) and $\sigma$(C2H6) orbitals can be rationalized similarly as that for the $1s$(C2) orbital. However, there is a difference with regard to the $1s$(C2) contribution as the spin polarization around C2 results from two different mechanisms. (1) Intra-atomic mechanism: The spin polarization of the $\pi$(C1C2) density implies an increase of $\alpha$ spin density in that part of the $\sigma$(C1C2) and $\sigma$(C2H) orbitals surrounding C2 and overlapping with the $\pi$ region [Fig. 3(a), mechanism 1]. (2) Interatomic mechanism: There is also an increase in $\alpha$ spin density at C2 due to Pauli coupling in the $\sigma$(C1C2) orbital [Fig. 3(a), mechanism 2], which influences Pauli pairing in the $\pi$ orbital by increasing it. [Note that the direct $\sigma$(C1C2) effect, is excluded from Figs. 4(d) and 4(e) because these are difference plots generated by subtracting the $\sigma$(CC) FC spin density for the frozen $\pi$ orbital from the normal $\sigma$(CC) FC spin density.] The interatomic mechanism can be reasonably described by the small basis set because it takes place in the bond region, for which any small basis such as B is optimized.

The intra-atomic mechanism implies that the region close to nucleus C2 is correctly described. The large basis A fills out the valence space and allows an even distribution of the FC spin density into outer parts of this region [Fig. 4(d)] whereas the small basis set B gives a rigid, compact spin density distribution in the inner valence region around C2 [Fig. 4(e)]. This is confirmed by the difference of the spin density distribution A–B [Fig. 4(f)], which is predominantly negative around C2 in line with the larger $\alpha$ spin density obtained with basis B.

Similar diagrams are obtained for the FC($\pi$) contributions from the $\sigma$(C2H5) and $\sigma$(C2H6) orbitals. This means that the positive passive $\pi$ contributions of the three $\sigma$ orbitals are exaggerated by basis B by 3.7 Hz (Table VII). Together with the underestimation of the negative $1s$(C2) contribution, basis B exaggerates the $\pi$ part of the FC(CC) by 6.3 Hz (Table VII). Hence, INDO/SOS2 calculations, which are based on a minimal basis set description must fail in the same way as basis B as soon as a detailed description around the core and inner valence region of perturbing and responding nucleus is required: Too large $\pi$ contributions are predicted (Table VI).

The situation is different for proton–proton coupling. The details of the spin polarization close to the C nuclei do not play any major role for the transport of the spin through the $\pi$ system, e.g., the $1s$(C) contributions to the $\pi$ mechanism are zero (Table V). The FC($\pi$) mechanism can be rationalized with simple Dirac vector models. In some sense, this part of the mechanism is “coarse grained” and can thus be described reasonably by less sophisticated methods such as INDO or DFT with a small basis set. We conclude that the passive $\pi$ contribution calculated with basis A should be reasonable whereas larger basis sets with more functions in the core regions should lead to further (small) improvements. Also, we note that the analysis of the basis set dependence provides indirect proof for the reliability of the
FC(π) spin–spin coupling mechanism developed in this work.

IV. CONCLUSIONS

In this work, we have developed a theory for a detailed decomposition of each of the four Ramsey terms of the isotropic indirect SSCC where the essentials of this theory are summarized in points (a)–(g):

(a) The theory can be expressed in terms of any kind of orbitals, however for practical reasons we have chosen LMOs, which lead to bond, lone pair, core, etc., contributions familiar to the chemist.

(b) The theory as presented in this work is based on the formulation of first order orbitals and the CP–DFT equations in form of LMOs [Eqs. (3) and (5)] and the decomposition of the first order Fock operator into a sum of orbital Fock operators [Eq. (4)]. The relationship between the CP–DFT coefficients $C_{ak}$ derived in Eq. (5) and the orbital Hessian is established [see Eq. (6)] so that a comparison with previous methods just based on the orbital Hessian can be made.

(c) A simple form of the new theory for analyzing SSCCs, called J–OC–PSP1, has been formulated in terms of one- and two-orbital contributions based on active orbitals [Eqs. (15), (21), (22), and Appendix B]. The one-orbital terms account for Ramsey distortion of the orbital density, which can imply repolarization and delocalization effects, as well as self-exchange interactions. The two-orbital contributions comprise steric exchange interactions and resonance interactions between the orbitals.

(d) Coupling paths have been described by orbital paths, which is one of the advantages of using LMOs. An orbital path is a chain of orbitals leading from the perturbing nucleus B to the responding nucleus A. One can distinguish between active and passive orbitals according to their position in a specific orbital path. Active orbitals are directly perturbed by nucleus B and/or interact directly with the responding nucleus A whereas passive orbitals interact only with other orbitals (active or passive), but not with the coupling nuclei.

(e) Passive orbitals contribute to the spin–spin coupling mechanism via three-, four-, etc., $n$-orbital paths, and their orbital contributions can be calculated with J–OC–PSP2 as shown in Eqs. (25) and (26). For the purpose of determining passive orbital contributions, the concept of frozen orbitals has been introduced, i.e., orbitals that are no longer included into the CP–DFT equations. Hence, if a particular orbital is frozen, both its active and passive contributions will be eliminated from the SSCC. Formulas are given to determine active and passive part of three-orbital contributions. A generalization to multiorbital contributions is straightforward.

(f) The passive orbitals are involved in echo effects and transport effects, which can be identified by J–OC–PSP2 analysis. The former imply cyclic, the latter acyclic orbital paths.

(g) The concept of active and passive orbitals can be refined in the way that only excitations from an occupied orbital into selected virtual orbitals are set passive. In this case, $p_{\alpha}^{\text{pass}}$ of Eq. (20) projects out individual excitations $k \rightarrow a$ instead of all excitations from a given orbital $k$. Depending on the nature of the virtual orbital $a$, special spin-polarization effects can be distinguished (repolarization or delocalization of the spin density of a bond orbital; etc.20). In the present paper, no use of this possibility was made.

Conclusions (a)–(g) apply to both the FC, PSO, and SD terms, however the role of passive orbitals, echo, and transport effects is best seen for the FC part. Application of the J–OC–PSP2 method to the SSCCs in ethylenes reveals that NMR spin–spin coupling is based on a rather complex mechanism, even if just FC spin–spin coupling dominates. Both active and passive orbital contributions to the FC term have to be considered, which can offer the FC spin polarization a multitude of paths in the molecule. In this work, we have concentrated on the π mechanism of FC spin–spin coupling, which is based on the passive contributions of the π orbitals. Its investigation has led to the description of a number of interesting effects.

(1) The FC coupling mechanism is predominantly based on exchange interactions (as contained in $F$). Correlation effects (also contained in $F$) play a minor role. Coulomb interactions do not play any role because spin-polarization (expressed by the first order density) does not change the total electron density. Thus, even though FC coupling is mediated by the spin density and thus is a one-particle property, the exchange interaction as a two-electron process is crucial for its description. This implies also that a balanced description of the exchange interactions is important for an accurate calculation of the FC term, which in turn is one of the reasons for the good performance of hybrid exchange functionals in this respect.16

(2) There are three basic exchange effects that explain the FC spin coupling mechanism across a double bond (or other bonds): (a) Fermi coupling between nuclear spin moment and electron spin moment involves just 1$s$ and 2$s$ electrons. (b) Intra-atomic exchange coupling (to optimize exchange interactions; intra-atomic Hund rule) channels $s$-spin polarization into all bonds and from the $\sigma$ into the $\pi$ space. (c) Pauli coupling of the two electrons occupying a $\sigma$- or $\pi$-bonding orbital requires that one electron possesses $\alpha$ the other $\beta$ spin. Hence, if one spin is preferred at one of the coupling nuclei because of (b), the other spin will be preferentially found at the other nucleus. This is an interatomic transport mechanism and leads to the transmission of spin information from one nucleus to the other. Despite the important role of Pauli pairing in this connection, we prefer to consider the interatomic spin-transport effect also as an exchange effect, which results from the withdrawal of a preferred spin from the second atom to optimize exchange interactions at the first atom.
The three basic spin transfer mechanisms lead to the simplest coupling mechanism and allow a distinction between active and passive orbital contributions: For an active contribution the orbital in question must lead to significant FC spin densities at the perturbing or the responding nucleus (or at both). A passive contribution results when an orbital transmits spin polarization from one (partially) active to another (partially) active orbital. This can be at the stage of the intra-atomic exchange interactions or at the stage of interatomic exchange interactions, e.g., between the $\sigma$ and the $\pi$ orbital of a CC double bond.

The $\pi$ orbitals make a passive contribution to the FC coupling mechanism of the SSCCs. This contribution can arise in two ways: Either a $\pi$ orbital gets spin polarized by an active orbital and causes in turn a change of that active orbital (“echo mechanism”), or an active orbital carries spin information to a $\pi$ orbital, which forwards it to another spin orbital (“transport mechanism”). The echo mechanism requires only one active orbital, hence its impact can be indirectly seen in the Ramsey distortion, and it is contained in the one-orbital terms at the J–OC–PSP1 level of theory. The transport mechanism, in contrast, connects two different active orbitals and will thus be subsumed in the two-orbital terms (J–OC–PSP1) whereas it appears explicitly in the three-orbital terms in J–OC–PSP2. Both mechanisms can play an important role for the FC coupling. By combining a number of orbital-selected SSCC calculations for the molecule under investigation, the passive contribution of a single $\pi$ orbital or the $\pi$ system as a whole can be determined quantitatively.

The passive $\pi$ orbitals play an important role for the long-range SSCCs in polyenes as we will investigate in a separate paper. The so-called $\pi$ mechanism for FC spin–spin coupling in unsaturated hydrocarbons is carried by the spin polarization of the $\pi$ orbitals. Passive $\sigma$ orbital contributions can contribute to the PSO and SD spin–spin coupling mechanism. These effects will also be investigated in a separate paper.
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APPENDIX A: DERIVATION OF EQ. (3)

The CP–DFT equations given in Eq. (3) are derived by starting from the general form of the KS equations

$$\frac{1}{\hbar}(1 - \hat{P})\hat{F}\psi_k = 0. \tag{A1}$$

$$\hat{P} = \sum_l |\psi_l\rangle\langle\psi_l|, \tag{A2}$$

The representation (A1) has the advantages that it is valid for any type of the orbital (canonical MOs, LMOs, etc.) and that it does not contain the Lagrange multipliers ($\epsilon_k$ or $F_{kl}$) explicitly. Expanding Eqs. (A1) and (A2) with respect to a perturbation (B) and collecting all first-order terms gives

$$-\hat{P}(B)\hat{F}(0)|\psi_k(0)\rangle + (1 - \hat{P}(0))\hat{F}(B)|\psi_k(0)\rangle + (1 - \hat{P}(0))\hat{F}(0)|\psi_k(B)\rangle = 0.$$  \hspace{1cm} \text{(A3)}

Here,

$$\hat{P}(0) = \sum_l\langle\psi_l(0)|\psi_l(0)\rangle, \tag{A4a}$$

$$\hat{P}(B) = \sum_l\langle\psi_l(B)|\psi_l(0)\rangle + \sum_l\langle\psi_l(0)|\psi_l(B)\rangle. \tag{A4b}$$

Multiplying Eq. (A3) from the left with the canonical virtual MO $\langle\varphi_a|$ yields

$$-\sum_l\langle\varphi_a|\psi_l(0)\rangle\langle\psi_l(0)|\psi_l(0)\rangle - \sum_l\langle\varphi_a(0)|\psi_l(0)\rangle\langle\psi_l(0)|\psi_l(0)\rangle\langle\psi_l(0)|\hat{F}(0)|\psi_l(0)\rangle|\psi_k(0)\rangle \tag{A5}$$

$$+ \langle\varphi_a(0)|\hat{F}(0)|\psi_k(0)\rangle = 0,$$

$$\epsilon_a(\varphi_a(0)|\psi_k(0)) - \sum_l F_{kl}^{(0)}(\varphi_a(0)|\psi_l(0)) + \langle\varphi_a(0)|\hat{F}(B)|\psi_k(0)\rangle = 0,$$

which can be rearranged into

$$-\epsilon_a(\varphi_a(0)|\psi_k(0)) + F_{kl}^{(0)}(\varphi_a(0)|\psi_k(0))$$

$$= \langle\varphi_a(0)|\hat{F}(B)|\psi_k(0)\rangle - \sum_l F_{kl}^{(0)}(\varphi_a(0)|\psi_l(0)) \tag{A6}.$$}

Dividing Eq. (A6) by $(F_{kk}^{(0)} - \epsilon_a)$ leads to Eq. (A7),

$$\langle\varphi_a(0)|\psi_k(0)\rangle = \frac{\langle\psi_a(0)|\hat{F}(B)|\psi_k(0)\rangle - \sum_l F_{kl}^{(0)}(\varphi_a(0)|\psi_l(0))}{F_{kk}^{(0)} - \epsilon_a} \tag{A7}.$$
\[ K_{AB}^{\text{pass}}((-k,l)) = \sum_{ak} C_{ak}^{(B)} \left[ (-k,l) \right] h_{ak}^{(A)} \]
\[ = \sum_{ak} C_{ak}^{(B)} \left[ (-k,l) \right] h_{ak}^{(A)} \]
\[ = \sum_{a} C_{ak}^{(B), \text{pass}} (-k,l) h_{ak}^{(A)} + \sum_{a} C_{al}^{(B), \text{pass}} (-l) h_{al}^{(A)} \]
\[ = \sum_{a} C_{ak}^{(B), \text{pass}} (-k) h_{ak}^{(A)} + \sum_{a} C_{al}^{(B), \text{pass}} (-l) h_{al}^{(A)} \].

Considering that
\[ K_{AB}^{\text{pass}}(-q) = \sum_{a} C_{aq}^{(B), \text{pass}} (-q) h_{aq}^{(A)} \],
\( q = k,l \) Eq. (B3) can be rewritten as
\[ K_{AB}^{\text{pass}}((-k,l)) = K_{AB}^{\text{pass}}(-p) + K_{AB}^{\text{pass}}(-q) + \sum_{a} C_{ak}^{(B), \text{pass}} (-l) h_{ak}^{(A)} \]
\[ + \sum_{a} C_{al}^{(B), \text{pass}} (-k) h_{al}^{(A)} \],
which together with Eq. (22) gives
\[ K_{AB}^{\text{PSP1}}(k \rightarrow l) = \sum_{a} C_{al}^{(B), \text{pass}} (-k) h_{al}^{(A)} + \sum_{a} C_{ak}^{(B), \text{pass}} (-l) h_{ak}^{(A)} \].

Thus, \( K_{AB}^{\text{PSP1}}(k \rightarrow l) \) can be derived as a by-product of the calculation of \( K_{AB}^{\text{PSP1}}(k) \) and \( K_{AB}^{\text{PSP1}}(l) \). Evidently, the first term in Eq. (B6) corresponds to the path in Eq. (18), the second one to that in Eq. (18).

If orbitals are frozen there will be no longer a linear relationship between \( h_{ak}^{(B)} \) and \( C_{ak}^{(B)} \). Hence, there is no analogue to Eq. (B6) for \( K_{AB}^{\text{PSP2}}(k \rightarrow l) \).